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Abstract 

In today’s business environment, the trend towards more product variety and customization is unbroken. Due to this development, the need of 
agile and reconfigurable production systems emerged to cope with various products and product families. To design and optimize production
systems as well as to choose the optimal product matches, product analysis methods are needed. Indeed, most of the known methods aim to 
analyze a product or one product family on the physical level. Different product families, however, may differ largely in terms of the number and 
nature of components. This fact impedes an efficient comparison and choice of appropriate product family combinations for the production
system. A new methodology is proposed to analyze existing products in view of their functional and physical architecture. The aim is to cluster
these products in new assembly oriented product families for the optimization of existing assembly lines and the creation of future reconfigurable 
assembly systems. Based on Datum Flow Chain, the physical structure of the products is analyzed. Functional subassemblies are identified, and 
a functional analysis is performed. Moreover, a hybrid functional and physical architecture graph (HyFPAG) is the output which depicts the 
similarity between product families by providing design support to both, production system planners and product designers. An illustrative
example of a nail-clipper is used to explain the proposed methodology. An industrial case study on two product families of steering columns of 
thyssenkrupp Presta France is then carried out to give a first industrial evaluation of the proposed approach. 
© 2017 The Authors. Published by Elsevier B.V. 
Peer-review under responsibility of the scientific committee of the 28th CIRP Design Conference 2018. 
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1. Introduction 

Due to the fast development in the domain of 
communication and an ongoing trend of digitization and
digitalization, manufacturing enterprises are facing important
challenges in today’s market environments: a continuing
tendency towards reduction of product development times and
shortened product lifecycles. In addition, there is an increasing
demand of customization, being at the same time in a global 
competition with competitors all over the world. This trend, 
which is inducing the development from macro to micro 
markets, results in diminished lot sizes due to augmenting
product varieties (high-volume to low-volume production) [1]. 
To cope with this augmenting variety as well as to be able to
identify possible optimization potentials in the existing
production system, it is important to have a precise knowledge

of the product range and characteristics manufactured and/or 
assembled in this system. In this context, the main challenge in
modelling and analysis is now not only to cope with single 
products, a limited product range or existing product families,
but also to be able to analyze and to compare products to define
new product families. It can be observed that classical existing
product families are regrouped in function of clients or features.
However, assembly oriented product families are hardly to find. 

On the product family level, products differ mainly in two
main characteristics: (i) the number of components and (ii) the
type of components (e.g. mechanical, electrical, electronical). 

Classical methodologies considering mainly single products 
or solitary, already existing product families analyze the
product structure on a physical level (components level) which 
causes difficulties regarding an efficient definition and
comparison of different product families. Addressing this 
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Abstract 

This paper presents the concept of the system architecture of a flexible cyber-physical factory control system. The system allows the automation 
of process structures using cyber-physical fractal nodes. These nodes have a functional and independent form and can be clustered to larger 
structures. This makes it possible to equip the factory with a flexible, freely scalable, modular system. The description of this system architecture 
and the associated rules and conditions is outlined in the concept. 
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1. Introduction 

Factories today have to act in highly turbulent markets, 
often demanding more and more personalized products and 
shorter life cycles, resulting in rising number of product 
variants and complexity to manage. As a response on this 
market developments, technical processes are optimized by 
introducing new machines and equipment or by upgrading 
legacy machines. The ladder gains more and more of 
importance as often a replacement is not possible due to 
economic or regulatory reasons in the case a product and the 
technical process are certified. Therefore, companies have to 
adapt permanently more and more rapidly to changing 
situations in order to stay competitive and need to develop 
skills of flexibility and transformability. Automation, 
information and communication technologies can enable and 
improve these skills. [1] With the introduction of 
programmable logic controls (PLC), computerized 
numerical control (CNC) machines and flexible 
manufacturing cells during the last decades already huge 
improvements in productivity and flexibility have been 

achieved. During the last 20 years developments such as 
OPC UA or IEC TS 62832-1 (Industrial-process 
measurement, control and automation - Digital factory 
framework) or asset administration shell (AAS) [2] simplify 
the development, adaptation, and maintenance of these 
control systems.  But still these tasks are time consuming and 
cause high efforts, as these have to be done often manually 
within each separate programming environments or even 
physically. On the higher optimization level, big data and 
artificial intelligence approaches enable further 
improvements. However, these are predominantly 
implemented in separate systems as additional functions. The 
current developments are going towards so-called edge 
architectures, processing already the acquired information 
locally to reduce the amount of information sent to a server 
located in the cloud. Here, such edge devices use IP-based 
communication protocols and web services as technical 
standards, but still the software components on these have to 
be configured and deployed manually. Therefore, the next 
evolutionary step in the optimization of the processes is to 
support and simplify the development, adaption, and 

 

Available online at www.sciencedirect.com 

ScienceDirect 
Procedia CIRP 00 (2021) 000–000 

  
     www.elsevier.com/locate/procedia 
   

 

 

 

2212-8271 © 2021 The Authors. Published by Elsevier B.V. 
This is an open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/) 
Peer-review under responsibility of the scientific committee of the 54th CIRP Conference on Manufacturing System 

54th CIRP Conference on Manufacturing Systems 

A Fractal Control System Architecture for Next Generation Factories 
 Maximilian Raphael Visotschniga,*, Jürgen Henkea, Dominik Luckea,b  

aFraunhofer Institute for Manufacturing Engineering and Automation IPA, Nobelstrasse 12, 70569 Stuttgart, Germany 
bHochschule Reutlingen, ESB Business School, Alteburgstraße 150, 72762 Reutlingen, Germany 

 
* Corresponding author. Tel.: +49-178-1425224. E-mail address: maximilian@visotschnig.net 

Abstract 

This paper presents the concept of the system architecture of a flexible cyber-physical factory control system. The system allows the automation 
of process structures using cyber-physical fractal nodes. These nodes have a functional and independent form and can be clustered to larger 
structures. This makes it possible to equip the factory with a flexible, freely scalable, modular system. The description of this system architecture 
and the associated rules and conditions is outlined in the concept. 
 
© 2021 The Authors. Published by Elsevier B.V. 
This is an open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/) 
Peer-review under responsibility of the scientific committee of the 54th CIRP Conference on Manufacturing System 

 Keywords: Cyber-Physical Systems; System Architecture; Control System 

 
1. Introduction 

Factories today have to act in highly turbulent markets, 
often demanding more and more personalized products and 
shorter life cycles, resulting in rising number of product 
variants and complexity to manage. As a response on this 
market developments, technical processes are optimized by 
introducing new machines and equipment or by upgrading 
legacy machines. The ladder gains more and more of 
importance as often a replacement is not possible due to 
economic or regulatory reasons in the case a product and the 
technical process are certified. Therefore, companies have to 
adapt permanently more and more rapidly to changing 
situations in order to stay competitive and need to develop 
skills of flexibility and transformability. Automation, 
information and communication technologies can enable and 
improve these skills. [1] With the introduction of 
programmable logic controls (PLC), computerized 
numerical control (CNC) machines and flexible 
manufacturing cells during the last decades already huge 
improvements in productivity and flexibility have been 

achieved. During the last 20 years developments such as 
OPC UA or IEC TS 62832-1 (Industrial-process 
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framework) or asset administration shell (AAS) [2] simplify 
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cause high efforts, as these have to be done often manually 
within each separate programming environments or even 
physically. On the higher optimization level, big data and 
artificial intelligence approaches enable further 
improvements. However, these are predominantly 
implemented in separate systems as additional functions. The 
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located in the cloud. Here, such edge devices use IP-based 
communication protocols and web services as technical 
standards, but still the software components on these have to 
be configured and deployed manually. Therefore, the next 
evolutionary step in the optimization of the processes is to 
support and simplify the development, adaption, and 



 Maximilian Raphael Visotschnig  et al. / Procedia CIRP 104 (2021) 1506–1511 1507
2 Maximilian R. Visotschnig et al. / Procedia CIRP 00 (2021) 000–000 

maintenance by further assistance up to a self-configuration 
and optimization of the machines and equipment. Therefore, 
new approaches and architectures in hardware and software 
are required providing the bedrock of next generation of 
machine and technical process control. This paper presents a 
concept, addressing the challenges and allows a variable, 
scalable factory control system. As a conclusion of the paper, 
a possible system architecture is used to show how the 
concept can be implemented. 

2. Related work 

The basic functions required for a process control system 
result from the interaction between the automated process 
and the automation device. On the one hand, this involves 
setting process parameters and, on the other, measuring or 
monitoring the process. These functions are made possible 
by actuators and sensors. Control is another function in 
which the measured and observed information is processed 
to determine new manipulated variables. [3] 

Cyber-Physical Systems (CPS) are objects that connect 
the physical and digital worlds. They are able to interact and 
communicate with both worlds. There are different forms of 
cyber-physical systems. Sensors and actuators are used for 
physical interactions, network devices for connection to the 
digital world. Cyber-physical Systems can have many forms, 
starting from embedded systems up to complete buildings or 
plants. It should be added that cyber-physical systems can be 
aggregated. For example, a machine can be composed of 
different cyber-physical systems. [4] 

To process data from cyber-physical systems and the 
Internet of Things, cloud computing capabilities are used. [5] 
Cloud computing is composed of dynamically provisioned 
IT resources and virtualization of software. [6] 

The hardware required to operate the CPS is now typically 
implemented as a virtual system, i.e. container virtualization. 
Here, no complete virtual machine is created, but a runtime 
environment separate from the host operating system. For 
this reason, containers use the same kernel as the host, but 
otherwise run their applications separately from the actual 
operating system. Containers are operating on an image that 
runs an operating system and exclusively the software 
necessary for their function. They can be quickly 
implemented and used. Furthermore, they offer good 
portability as long as the restrictions imposed by the kernels 
are respected. Examples of container virtualization include 
Docker and CRI-O. [7] 

The operation of such containers in a larger and 
networked context can be realized by orchestration and 
scheduling. For this, there are solutions such as Kubernetes 
or Docker Swarm, which manage a cluster of devices and 
containers running on them. There is already research done 
regarding the usage of container architectures in distributed 
control applications [8] and the orchestration of 
containerized microservices for the IIoT [9]. 

Cloud computing very much assumes that information is 
collected at the end device and processed in the cloud. More 
advanced or related approaches are edge and fog computing. 
These increasingly shift the processing of data to the end 

device. This ensures that information are already processed 
at the point of origin and, if necessary, only relevant 
information is transferred further to the cloud. [10]. 

Current research regarding the integration of machine or 
plant controls into cloud-based environments focuses on the 
existing real-time requirements. [11] 

Transfer of basic mathematical models to production 
structures three decades ago led to the now well accepted 
concepts to structure production. The abstraction of the 
mathematical model defined in [12] for assembly processes, 
i.e. the search for the smallest production unit capable of self-
organization led to genuine acceptance of the team concept 
in production planning [13]. 

In [14] is shown, that CPS can interconnect and build 
networks autonomously and decentralized – in other words, 
entirely in the spirit of these self-similar production fractals 
– and optimize themselves independently. 

The self-description of resources is kept simple in even 
advanced concepts, as in [15]. As noted there it needs to be 
generalized and should be based on a standardized format, 
e.g. use the asset administration shell. The necessity for a 
complete self-description and an according directory service 
to allow for adaption to the manufacturing situation dynamic 
updates to the configuration shows the need for a new 
architecture. This architecture must allow the dynamic 
definition of functions and data streams at any time and still 
be tamper-proof during operation. For this purpose, the 
device status has to be continuously monitored. All presented 
research concentrates either on data aspects or on the 
deployment of such systems. A general architecture for a 
distributed self-organizing scalable process – or better – 
plant control system is missing. 

3. Concept 

The key idea is to introduce the model of a so-called node 
which has in simplest case one defined function and can be 
combined with other nodes to a complex system. We name 
this fractal node system (FRANS). A single FRANS node 
can be seen as a black box with standardized communication 

channels for input and output data streams, as well an 
interface for control and configuration (Fig. 1). Furthermore, 
a FRANS node has a self-description comprising a unique-
id, name, description, category, status messages such as 
active, inactive, idle, error and the assigned execution device 
such as a microcontroller, an industrial PC or a cloud 
environment. Also, the self-description enables an automatic 
configuration and orchestration. FRANS nodes are following 
the software-defined principle where economic and are 
executed on a virtualized hardware and use containerized 
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Fig. 1. Basic model of a FRANS node 
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software virtualization. In order to facilitate the 
implementation of a node-based system, some nodes types 
and IO streams are predefined as standard. The FRANS 
nodes can be combined arbitrarily via their input and output 
channels. In Table 1 the basic types of FRANS nodes are 
shown, based on the functions of an automation system. 

Table 1. Basic FRANS node categories 

 Meaning 

Data Acquisition 
(Measurement) 

These nodes are dedicated to acquiring data 
from various sources. Data sources can be e.g., 
physical sensors but also digital data sources 
such as internet data sources or a data from an 
OPC UA server.  

Action  Function of these nodes is to execute a 
specified action based on the incoming data. 
An action can reach from a physical one e.g., 
to switch a motor on or off, to digital ones e.g., 
to send an email. 

Pre-Processing and 
Analysis  

This type of nodes cluster all functions for data 
pre-processing and analysis of acquired data. 
Examples for functions are basic sensor data 
processing, feature detection or anomaly 
detection also with machine learning 
algorithms, but also the data format 
transformation. 

Optimization This type of nodes cluster all functions for 
control and optimization. Examples for 
functions are simple rule-based decision or 
complex simulation models.  

Data Management This type of nodes cluster all functions for data 
storage and management. Examples for 
functions are data bases or file server. 

Visualization  These nodes are used to visualize data.   

Control and 
Surveillance 

These nodes are responsible for administration 
and control of the assigned nodes. This 
includes also a self-optimization of this system 
according to objectives such a quality-of-
service level.   

 
Several FRANS nodes are assigned to a so-called control and 
surveillance node (CS-node), which configures and monitors 
the execution of assigned FRANS nodes. Also, the CS-nodes 
are responsible to reach operational goals such as quality of 
service level, within their surveillance horizon. Therefore, 
CS-nodes comprise functions for system reconfiguration or 
maintenance operations. An example is an automatic 
reconfiguration of the system due to a failure of a sensor. It 
detects that one of the data acquisition nodes is down. As 
solution it can check if there are other data acquisition nodes 
delivering the equivalent data are available. To achieve this, 
it uses the self-description of the FRANS nodes which are 
stored in a repository. With this information it can evaluate a 
possible alternative FRANS node and to recover the 
functionality within its surveillance horizon. Furthermore, 
the combination and nesting of FRANS nodes allows to 
create FRANS nodes with more than one function, which can 
be aggregated to new FRANS nodes. In this case the 
aggregated nodes are assigned to more than one category. 
Linked nodes can be aggregated into a more complex node, 
which builds a black box around these child nodes. It allows 
that only the relevant inputs and outputs have to be set for 
this node. 

Fig. 2 shows the example of configurable fan control and 
temperature monitoring in a machine. It can be used e.g., for 
the upgrade of a machine with an optimized ventilation 
system using existing temperature sensors. The function of 
the system is to control the speed of the fan, based on the 
measured temperatures by an external existing sensor and the 
target temperature getting from a database. Moreover, the 
average measured temperatures are sent to a data 
management node, which feeds a visualization node. The 
FRANS nodes directly used for the data acquisition and 
processing, analyzing the temperature values, and optimizing 
it to a target fan speed e.g., in the simplest case via a 
characteristic curve. This aggregated node has an own CS-
node and in this case this CS-node contains the self-
description of the aggregated node, so that it can be easily 

integrated. So, a system of FRANS nodes can range from a 
smart object such a sub system of a machine, up to a highly 
distributed system on factory or even value adding network 
level (Fig. 3). 

In principle, one FRANS system can comprise an 
unlimited number of FRANS nodes. However, in reality the 
number of FRANS nodes in one FRANS system is limited 
mainly by the performance of the underlying 
communications system and computing resources hosting 
and executing the FRANS nodes. It results in high latency 
times in a system with a high number of FRANS nodes. To 
address this problem, the quality-of-service (QoS) 
containing the latency is measured by the CS-nodes. Then 
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Fig. 2. Example temperature-controlled fan 
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several strategies can be applied. Firstly, one solution is to 
restrict the number of FRANS nodes monitored by a CS-
node, depending on the communication network and 
computing resources used. Secondly, as the CS-nodes are 
designed with built-in self-optimization capabilities, an 
automatic reconfiguration based on a QoS level objective is 
enabled. Examples for automatic reconfiguration strategies 
can be the relocation and redeployment on a higher 
performant resource or the automatic division of the system 
and assignment of parts to another or new CS-node. 

Also, the FRANS nodes allow an accelerated and 
simplified manual system development by reusing of 
existing FRANS nodes. The single FRANS nodes can be 
developed in parallel, and each validated in white and black 
box tests in advance. This enables to start with a part of a 
single machine sub system, such as a temperature control, 
that is validated continuously, also against the conventional 
system. Then the FRANS system can be extended step-by-
step up to the whole plant in a controlled way. 

4. Architecture 

For the design of FRANS nodes, the basic assumptions 
presented in the concept are implemented. For this, the focus 
is strongly placed on using a self-contained and transportable 
software solution for the realization of the functions. For this 
purpose, container virtualization like Docker is used. The 
Open Container Initiative (OCI) standard provides a standard 
that can be used for developing FRANS nodes as container 
applications. 

The FRANS nodes are implemented as container image 
which can be deployed as container instance on devices with 
a preinstalled runtime environment like Docker Engine, CRI-
O, or container. This allows to replicate FRANS nodes for 
different issues by creating new container instances based on 
the same image. In addition, container images offer a high 

degree of flexibility for the development of new FRANS 
nodes. They can be easily and quickly modified or extended 
by using existing images as a basis. This is possible due to 
their layered build process. The information for the self-
description and configuration of a FRANS node is handed 
over by environment variables and other parameters. These 
environment variables are for example used to define the IOs 
of a FRANS node. Also, information like mounting points 
for storage media or network configuration are passed over 
as part of the deployment. The FRANS DA-nodes will – for 
certain, typically digitally interfaced sensor types, like 1-
WIRE™ and I2C – recognize the attached sensors on their 
own and report the current configuration to the CS-node via 
the implemented REST interface. In turn, the CS-node can 
change the specific configuration of the sensor node via the 
REST interface. All node types can be rolled out via the 
registry and revised if necessary - this includes, for example, 
newly implemented functions. Beside these container 
FRANS nodes, it is planned to implement also simple nodes 
like a data acquisition of a temperature sensor directly with 
embedded systems. 

These devices are initialized with the same amount of 
self-description like a container. The software is delivered 
via over-the-air upgrade upgrades and will also be managed 
by the CS-nodes. The aggregation of different FRANS nodes 
is realized as part of the orchestration. In this case it isn’t 
needed that the aggregated FRANS node must be built as 
new larger image. Instead, there are solutions which can 
combine different container to a larger application. 
Orchestration tools like Docker Compose, Docker Swarm or 
Kubernetes use configuration files to define which containers 
should be started and which parameters should be handed 
over for every container. In the current system architecture 
Kubernetes is intended to do this orchestration. In 
Kubernetes such aggregated nodes will be implemented as 
so-called pod. How the aggregated node is composed is 
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described in a pod manifest file. In Fig. 4, an example for the 
platform docker compose in YAML is shown. This file 
contains all relevant information to describe the node and to 
refer on which kind of device it should be deployed. 

Kubernetes will check this file and schedule on which 
device the nodes will be deployed. Because Kubernetes 
services are already container based, they will be aggregated 
into the surveillance nodes, which are distributed over the 
system. The so-called pod configuration for Kubernetes will 
be automatically created also as part of these nodes and can 
be influenced by the system operator as well as by CS-nodes. 

The orchestration of FRANS nodes is currently planned 
to be implemented by publish-subscribe-approach. An 
important advantage of this approach is that nodes can be 
freely swapped in this system. For example, a new sensor can 
send its measurements on a data channel while the actuator 
on the other side of the channel requires no reconfiguration.  

Also, a FRANS node can be shut down or be restarted 
without directly affecting the other FRANS nodes. A basis 
for secure communication is the common semantics of the 
participants. As part of the FRANS nodes' self-description, it 
is also necessary that their incoming and outgoing 
information is uniquely determined. For this purpose, it is 
intended that nodes serialize outgoing data uniformly 
according to defined message schemes. A recipient FRANS 
node can then deserialize the data and validate it directly 

against a stored schema. According to this approach Fig. 5 
shows an example of a temperature message and its scheme 
in JSON syntax. 

The scheme contains therefore mandatory and optional 
properties. The message includes its format, the value, and 
its measuring unit. Further meta or context data such a 
position can also be included. In this case the position of the 

sensor would be an option to better handle the data and to use 
it for further optimization of the system. The data channels 
are self-organizing. The FRANS nodes decide which 
information is required to realize a function and check 
whether required information is already provided as a data 
channel or whether such a channel must be created. FRANS 
nodes use for this purpose a registry service. This registry 
service gathers information of provided FRANS nodes and 
communication channels and provides them to other FRANS 
nodes. 

5. Conclusions and outlook 

In this paper an ICT system architecture is presented 
enabling to simplify the development, adaptation, and 
maintenance of process control systems in a broader sense 
within a factory. For this purpose, based on the key idea of 
fractal node the characteristics of a system are presented. 
Using the specific features of the FRANS nodes, the 
software-defined principle executed on a virtualized 
hardware and their self-description are the basis for flexible 
and resilient system. To achieve the ladder, the concept of 
control and surveillance nodes (CS-nodes) is introduced, 
which are responsible to reach operational goals such as 
quality of service level, within their surveillance horizon. 
Therefore, they include functions for the automatic system 
reconfiguration or maintenance operations of their assigned 
FRANS nodes. This concept also enables a self-optimization 
and certain resilience of the whole system against failure of 
single FRANS nodes and, if necessary, the re-segmentation 
of the FRANS network. Further research activities focus on 
the implementation architecture in industrial use cases to 
determine further aspects and optimize and evaluate the 
different elements. The described architecture also creates 
the opportunity to use aspects of machine learning to achieve 
the next level of resilience. 
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Fig. 5. Example of a temperature schema and message 

{ 
  "type": "object", 
  "properties":  
   { 
    "msgformat": {"type": "string", "enum": ["temperature"]}, 
    "value": {"type": "number"}, 
    "unit": {"type": "string", "enum": ["c", "k", "f"]}, 
    "position": {"type": "string"} 
   }, 
  "required": ["msgformat", "value", "unit"] 
} 
 
{ 
  "msgformat": "temperature", 
  "value": 24.3, 
  "unit": "c", 
  "position": "zone_a" 
}  

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 4. Part of a FRANS docker compose description file 

frans-sensor-w1:
image: 

"${REGISTRY_HOST}frans/frans_registry/frans/frans.sensor.w1:
${FRANS_VERSION}"

logging:
driver: "json-file"
options:
max-size: "${LOGGING_MAX_SIZE}"
max-file: "${LOGGING_MAX_FILES}"

env_file:
- env.list

networks:
default:
aliases:
- frans.sensor.w1

ports:
- "8112:8112"
- "8113:8113"

depends_on:
- frans

restart: always
healthcheck:
test: ["CMD-SHELL", "curl -f 

http://localhost:8112/sensor/health || exit 1"]
interval: 1m30s
timeout: 10s
retries: 3
start_period: 40s
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