Data Analytics for Smart )
Decision-Making and Resilient Systems Shethie

Benjamin Blau, Clemens van Dinther, Christoph M. Flath, Rico Knapper,
and Daniel Rolli

Abstract In a networked world, companies depend on fast and smart decisions,
especially when it comes to reacting to external change. With the wealth of data
available today, smart decisions can increasingly be based on data analysis and be
supported by IT systems that leverage Al. A global pandemic brings external change
to an unprecedented level of unpredictability and severity of impact. Resilience
therefore becomes an essential factor in most decisions when aiming at making
and keeping them smart. In this chapter, we study the characteristics of resilient
systems and test them with four use cases in a wide-ranging set of application areas.
In all use cases, we highlight how Al can be used for data analysis to make smart
decisions and contribute to the resilience of systems.

1 Introduction

Our global economy today is a highly interconnected system. According to Ricardo
(1817), open markets lead to comparative cost advantages. Companies specialize
and exploit local advantages (e.g., skilled workers or cost advantages due to cheap
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raw materials or low wages). At the same time, companies are under high price
and innovation pressure in global competition, which is difficult to counter without
a strong partner network. For this reason and due to specialization, there is a
dependency of the companies among each other in a value-added network. Close
cooperation between companies is also possible due to the global communication
infrastructure, as information can be passed on and shared quickly. At the same time,
this presents companies with the challenge of being able to process information
quickly and effectively, since the dynamics of the markets also require companies
to be able to make decisions quickly. First of all, this includes the ability to perceive
a change in the market situation on the basis of existing or observable information
or, in the best case, to foresee it early on. In addition to the ability to observe and
process information, companies use information not only to recognize changes but
also to prepare decisions or even to make automated decisions. This means that those
companies have a competitive advantage, if they have mastered fast and effective
data/information processing and are able to benefit from it, and if they have the
organizational capability to react quickly, appropriately, and agilely to changes.

The world economic crisis caused by the COVID-19 pandemic in 2020 highlights
both the global economic interdependencies and the importance of rapid response.
Resilience is an adaptive capacity, i.e., the ability of a system to stabilize itself
after external shocks (Holling 2001, p. 394). Resilient systems are adaptable, i.e.,
companies are able to react to external events. In order to make the right decisions
in a crisis situation, a good information base is required. Modern methods of
information processing can help to create this information base. Thus, self-learning
algorithms can help to process and deal with the changed situation. However,
adaptive systems usually require a certain amount of adaptation time, because
on the other hand, too much sensitivity of the system would lead to permanent
change—resistance to adaptation is certainly desirable to a certain degree. This
shows the dilemma of adaptive systems. Based on this, the research question for the
development of information systems is how and where data analytics can be used
for smart decisions and thus make systems more resilient. Our chapter is therefore
structured as follows. First, in Sect. 2, we look at the state of the art with respect
to data science and smart decision-making and discuss in Sect. 3 how data analysis
can contribute to the design of resilient systems. Sections 4, 5, 6, and 7 deal with
use cases in which data analytics contributes to improved information processing.
Section 8§ summarizes our results in a conclusion and provides an outlook.

2 Data Analysis for Decision-Making

Decisions are fundamental tasks of management and determine the success and
failure of an organization (Edwards et al. 2000). Decisions are based on current,
relevant, and accurate information that must be collected or newly created. Orga-
nizations have a large amount of structured and unstructured data that is still far
too often unused. It should be noted that decisions are not always easy to make,
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especially in complex situations, where alternatives are difficult to compare, or
where there is uncertainty about the available information (e.g., because it relates
to the future). Therefore, it is important to prepare and support decisions with
appropriate information and information systems.

Data analysis can help to extract new information from the available data.
The technical development of the last decades enables a powerful data analysis.
Due to the growing computing power and the advanced algorithms of artificial
intelligence, it is possible to process and analyze large amounts of data and thus
generate new information. In this context, we understand the term smart decision-
making as the ability to prepare or automatically make decisions with the help
of intelligent algorithms for data analysis. In the literature, there are numerous
synonymous uses of the term smart decision-making, e.g., intelligent decision-
making (Phillips-Wren 2012), algorithmic decision-making (Bader and Kaiser
2019), automated decision-making (Araujo et al. 2020), autonomous decision-
making (Kusiak et al. 2000), augmented decision-making (Burton et al. 2020),
Al-based decision-making (Shrestha et al. 2019), and computational intelligence-
based decision-making (Lakhmi C. Jain 2009). Already in 2006, Phillips-Wren and
Jain (2006) pointed out the revolution in decision-making with the help of AI, which
is capable of coordinating the provision of data, analyzing data trends, making
forecasts, or quantifying uncertainty. Thus, decision-making in complex situations
can be improved (Akerkar 2019, p. 6).

However, Stubbs (2014, p. 5) points out that data analysis alone does not create
added value but that a benefit only comes from the action, i.e., the decision and
the resulting action. Companies typically show different stages of development with
regard to the ability to process information. Analytics maturity models can be useful
in determining the level of development and skills. IBM has already presented
such a model in 2013. Maturity refers both to the ability to use data and to how
companies can use this information to their own advantage. Figure 1 shows the
IBM information and analytics maturity model with the five maturity levels.

In principle, we can distinguish between decision support and automation. At
the level of “differentiating,” the IBM model shows the use of predictions, i.e.,
the use of historical data to identify trends or for pattern recognition as well as
the use of forecast models. This is also known as predictive analytics. At the
“breakaway” level, it is referred to as the use of prescriptive analytics with real-
time pattern-based strategies. Here, prescriptive analytics means “going beyond
the forecast to actually determine the optimal decision to make” (Frank Stein
and Arnold Greenland 2014, p. 35). For this purpose, for example, simulation
models can be developed. Such simulation models can be based on intelligent
agents (van Dinther 2007, 2008). Al technologies are used for both predictive
and prescriptive analytics. For example, fuzzy logic, expert systems, case-based
reasoning, evolutionary algorithms, intelligent agents, random forests, artificial
neural networks, or other machine learning algorithms are used. Lepenioti et al.
(2020) provide a good overview of different Al methods for analytics. We illustrate
in several use cases how such techniques can assist smart and resilient decision-
making.
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3 Resilient Systems and the Supporting Role of Data
Analytics

Resilient systems are known to us from nature. Therefore, the terms “resilience” and
“system” first appear in the context of ecosystems (Gunderson and Holling 2002).
Folke et al. (2002, p.438) describe resilience in socioecological systems in relation
to (i) the magnitude of shock that the system can absorb and remain within a given
state, (ii) the degree to which the system is capable of self-organization, and (iii)
the degree to which the system can build capacity for learning and adaptation. The
term resilience was later on picked up in systems engineering by Jackson and Ferris
(2013). The definition mainly builds upon the three criteria as shown in Table 1
which differ in aspect 2 and 3 from the aspects provided by Folke et al. (2002).
While these criteria are derived from engineering systems, it is feasible and
meaningful to abstract them to complex systems in general (e.g., social systems,
large companies as described in Cheema-Fox et al. 2020, service value networks
as described in Blau et al. 2009). With the recent example of the COVID-19 crisis,

Table 1 Criteria of a resilient system based on Jackson and Ferris (2013)

Criteria Description
Flexibility The ability of the system to adapt to a threat
Tolerance The ability of the system to degrade gracefully in the face of a threat

Cohesion The ability of the system to act as a unified whole in the face of a threat
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Table 2 Strategy map along resilience criteria and target audiences

Customer Employee Stakeholder
experience experience experience
Flexibility Meet customers Prepare for Move quickly to
where they are “unknown unknowns”  preserve trust
Tolerance Listen, care, and “Show the beach, Build up predictable
support not the trip” revenue streams
Cohesion Make customer success  End-to-end processes Build sustainable
the ultimate metric beyond functions business

the relevance and importance of resiliency of complex systems to be able to deal
with external shocks has been proven in an unplanned and unprecedented macro-
economic “experiment.”

While the criteria of resilient systems have proven to be essential for companies
to persist and perform in the face of external shocks, it is important to create
and implement a strategy map outlining measures that turn the criteria into action
tailored for each major stakeholder. Table 2 shows such a strategy map of SAP.

The pandemic caused by COVID-19 shows the vulnerability of global supply
chains (Golan et al. 2020; Pierre Haren and David Simchi-Levi 2020; Sharma
et al. 2020) and the need for resilient systems and analytics. Simulations of the
supply chain help to better understand this vulnerability (Ivanov 2020) and to design
resilient systems.

Focusing on customer experience, “meeting customers where they are” is
essential to quickly adapt to changing needs in B2B (Hartmann and Lussier 2020).
Accelerated roadmaps for digital touch points, digital supply chains, and a seamless
digital front-to-back-office experiences are essential to cater for a changed buying
behavior. This requires thorough data analysis of customer behavior along the full
life cycle. This allows for early prediction of altering patterns and adaptation of
the roadmap accordingly. Customer data analytics is applied to forecast sales (cp.
Fan et al. 2017; Foxall 2017; Loureiro et al. 2018). Increased system tolerance and
“acting as a whole” can be achieved by implementing team incentives for customer
success across all roles of the value chain. The design of such incentive schemes
requires modeling of historic data and simulation of worst-, mid-, and best-case
scenarios. To drive change, especially in sales, requires a proactive winner-loser
analysis. This helps to eliminate uncertainty related to fear of loss of control in the
affected group.

Catering for employee experience in a resilient manner is another important
pillar to assure safety and retain productivity. When it comes to flexibility, i.e.,
the ability of the system to adapt to the threat, agile employee-related processes
are important to deal with the unknown unknowns. There is a large portion of
events and external shocks that are beyond predictability/the horizon of possibly
anticipated threats. Only agile processes can adapt quickly in case of non-anticipated
unknown influences. Event-based and data-driven systems can help to detect
unknown unknowns quickly and automatically adapt agile processes to the new



226 B. Blau et al.

circumstances. Tolerance according to the definition of Jackson and Ferris (2013)
in the context of employee experience can be achieved by a clear target state that
demonstrates the benefits for the employees beyond times of crisis. The design of
such a target state requires data-intense analysis and simulations based on historic
and external data sources. The “beach” is an analogy for such a target state. It is of
utmost importance from a change management perspective to mainly communicate
that “beach” instead of the process to get there, i.e., the related “trip.” In addition
to flexibility and tolerance, cohesion is an important aspect especially among the
employee population to achieve resiliency. To foster collaboration and a team
identity, end-to-end processes beyond functional silos are a key ingredient. For
example, if companies manage to establish streamlined marketing to sales handover
processes supported by event- and data-based routing systems and respective team
incentives such as revenue contribution, cohesion will be a logical end result.

The third important experience customers need to cater for is the shareholder
experience. Flexibility needs to be demonstrated by quickly adapting to the new
normal, that is, radically rethinking existing structures and processes (e.g., changing
service delivery model from on-site to almost purely remote within less than a
month which can only be achieved by eliciting customer expectations based on
vast data lakes). The ability to keep a stable and believable market guidance while
quickly adapting to safeguard the top and bottom lines is crucial for resilient
companies. Tolerance, i.e., the ability of the system to degrade gracefully in
the face of a threat—in other words, endurance, can be achieved by building
and sustaining predictable revenue streams radically shifting to subscription- or
consumption-based commercial models. Demonstrating cohesion to shareholders
requires fundamentally relevant and long-term objectives such as sustainability
measures and ambitions. Profitable sustainability and sustainable profitability as a
common goal rallies the troops moving as a single unit.

The following use cases illustrate the main aspects of resilient systems, flex-
ibility, tolerance, and cohesion and how they can be achieved with data-driven
decision-making based on real-world scenarios.

4 Use Case 1: Improving Employee Experience Through the
Listen-Learn-Act Approach and Reasoning on
Semi-structured Data

For many employees, their personal well-being and a good work-life balance
are now more important than the basic employment contract conditions such as
salary, company car, etc. Not least because of this development, there has been a
shift from a job market to an applicant market for some time. Companies must
therefore address these points and ensure satisfaction not only during the application
phase but also during the course of their employees’ work—at the same time, of
course, increase work output as much as possible. The listen-learn-act approach
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is a possible instrument for controlling this issue. Regular “listening” is possible
at an almost exclusively software-supported global, country, or location level via
(semi-)structured surveys. This is already established in practice, in particular in
large companies such as SAP (as mentioned in Sect. 3). Such surveys, if they are
carried out regularly, can be used to implement the “listen” part of the approach
presented. However, the question arises as to the evaluation of the answers obtained
in the survey, especially if there are a large number of free-text answers. For the
implementation of the “learn” and “act” parts, this must be done in an automated
and resilient manner. We use a multistage approach for the evaluation concerning
the resilience criteria for employer experience as displayed in Table 1:

* Analysis of the survey results and response texts with the help of data analysis
methods, especially with regard to the topics and sentiments contained therein.
Algorithms from the area of topic modeling (including latent Dirichlet allocation,
Blei et al. 2003; Yin and Wang 2014; and sentiment analysis, Gilbert and Hutto
2014) are used.

» Technical and business-driven (but also partly automated) derivation of hypothe-
ses with regard to the areas of interest (e.g., employee satisfaction, relationship
between the manager and the employee, problems in everyday work of the
employees).

» Verifying or falsifying the hypotheses with the help of targeted data analysis
(which, e.g., are also based on the hierarchy structure).

e Combination of the data analysis results with operational data for further
verification or falsification.

The last step is the most challenging but also the most important one. For example,
can the challenges often mentioned by employees also be recognized in the
performance of agile development teams (e.g., burndown rate)? Can correlations
between financial indicators and the problems mentioned (or positive effects) be
identified? If this step is carried out successfully, the organization can learn from it
and act accordingly. The basic requirements for such a system to be resilient are, in
addition to the criteria listed in Table 1, regular surveys and a standardized process
to carry out the abovementioned four steps.

5 Use Case 2: Manufacturing

The manufacturing sector has undergone a tremendous digital transformation. Ubiq-
uitous computing, connectivity combined, and integration of diverse sensors have
created a next-generation industrial infrastructure (Feng and Shanthikumar 2018).
These investments help manufacturing companies to further increase efficiency of
production processes (Wuest et al. 2016). However, these efforts are often focused
on equipment monitoring and automation solutions. Typical examples include
predictive maintenance for key productive assets (McKone and Weiss 2002) or
automated quality control of outputs (Flath and Stein 2017; Wuest et al. 2014). How-
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ever, oftentimes, humans still play an important role in manufacturing processes,
in particular when complex or highly variant operations are necessary (assembly,
customized products). Still, analytics can pave the way to resilient manufacturing
processes by supporting workers to improve along the dimensions of flexibility,
tolerance, and cohesion. Empowered by artificial intelligence innovations, IoT
solutions stand at the forefront of digital transformation. Augmented intelligence
solutions which enhance human performance in complex tasks are of particular
interest. However, there are no turnkey solutions for developing and implementing
such systems. One possible avenue is to complement multipurpose hardware with
flexible Al solutions which are adapted to a given task.

Stein et al. (2018) describe how advanced analytics can assist human workers
in a high-tech production process, namely, vacuum resin infusion. During this
process, molds are placed in vacuum bags. Any leakages will impair quality.
Therefore, leak detection is of highest priority. This is a manual activity (e.g.,
using ultrasonic microphones or thermal cameras), and therefore, the production of
large components (e.g., aircraft wings) becomes extremely expensive. The research
augments the standard search process by means of generic, multiuse vibration
sensors collecting data during the infusion process. Subsequently, predictive models
based on machine learning algorithms provide high-accuracy predictions for leak
locations. Using prescriptive analytics, these predictions can be directly transformed
into better search paths which can substantially reduce the work required for
leak detection. This increases organizational flexibility as workers are relieved of
nonproductive tasks.

Krenzer et al. (2019) illustrate the bottom-up development of a machine learning
backend for an augmented intelligence system for assembly environments. A
wearable sensing device is paired with a deep neural network to monitor connector
systems assembly in real time. This system can monitor the correctness of assem-
bled plugs based on structure-borne noise signals. The initial study yields promising
results and establishes the feasibility of the suggested approach. Furthermore, it
serves as a blueprint for similar IoT applications which facilitate improved process
tolerance through high transparency.

Oberdorf et al. (2020) elaborate on the design, evaluation, and roll out of
an escalation management system with integrated data-driven decision support.
The decision support functionalities leverage state-of-the-art machine learning
algorithms for disruption-type classification as well as prediction of the escalation
handling duration. These predictions are then embedded in an integrated planning
procedure leveraging diverse organizational data sources (e.g., personnel availabil-
ity, production plans) to instantiate a prescriptive analytics solution. The proposed
escalation management system generates significant business value by reducing
escalation duration. This improvement is due to automation as well as improved
decision support. In the long term, the informational and transformational business
value enabled by the decision support system may even exceed the automational
business value. This highlights the special importance of tight integration of
Industry 4.0 applications within business processes. In particular, such a solution
ensures the flexibility of troubleshooting processes and introduces a tolerant process
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control through transparency. Ultimately, analytics support improves organizational
cohesion as workers complement themselves in an optimized fashion.

6 Use Case 3: Purchasing and Logistics

Purchasing and logistics processes are subject to fluctuations in demand. Therefore,
knowledge of demand is advantageous for optimizing internal processes (warehous-
ing, supplier management, etc.). The challenge is that demand varies over time and
is different for each product. In this respect, the creation of a forecast model depends
on industry- or product-specific factors. Al can help to build such forecasting models
(van Dinther and Mauch 2019).

Economic advantages through forecasts in purchasing can be achieved in particu-
lar by optimizing processes. For example, storage costs can be lowered, or transports
can be reduced by bundling orders or the number of short-term transports (e.g.,
due to subsequent orders). In addition, targeted supplier management can improve
the negotiating position with suppliers and thereby achieve price advantages. An
optimization of sales management is also possible.

In this case, we consider a dealer of rubber products in the B2B sector with over
20,000 customers. The ERP system records 250,000 product numbers, which can
be grouped into classes so that similar products are easier to identify. The dealer
purchases these products from over 2000 suppliers worldwide. The products range
from simple standard articles to special products with specific properties depending
on the intended use. Special products require knowledge of the properties of the
materials, require intensive consultation, and are often part of a project business.
For such products, forecasting is difficult and, with regard to logistics processes, also
superfluous, since the lead times in projects are long enough to effectively manage
internal processes. For example, customers for the construction of special machines
order hoses of certain sizes and lengths for hydraulic applications, i.e., the hoses
are filled with oil and must withstand certain pressures. Advice is needed here as to
which types of rubber are suitable, and internal knowledge is required from which
supplier they can be obtained. These special hoses are not standard goods and are
therefore only ordered from the supplier after the customer has placed his order.
Therefore, it is not necessary to develop a forecast for these products.

In contrast to such products, the forecast for the demand of standard goods is
much more interesting, both from a business point of view and from a scientific
point of view. Standard products must be in stock in sufficient quantities to be able
to process customer orders reliably. However, the demand for standard goods varies
greatly and ranges from continuous demand to products that are in regular but not
continuous demand. This makes the forecast problem challenging.

The distribution of product order quantities is a typical long-tail distribution, i.e.,
few products are ordered in large quantities and continuously, while many products
are ordered in varying quantities and infrequently. The latter are called lumpy time
series. Especially for such lumpy time series, forecasting is difficult because both



230 B. Blau et al.

the time interval between orders and the order quantity vary. For the medium-
term forecast, the aim is to forecast sales at the industry and divisional level for
the top 1200 customers and top 2000 articles for up to 6 months into the future.
This is done using data from the past 12 months with information on the order date
and the industry and division, general data such as public holidays and external
data such as the ifo Business Climate Index, or industry data from the Federal
Statistical Office and Google Trends. Various algorithms were implemented and
compared, including naive periodic approaches, linear regression, SARIMAX, Holt-
Winters triple exponential smoothing, Support Vector Regression, Random Forests
and Gradient Boosted Trees, multilayer perceptron artificial neural networks, or
LSTM-RNN.

The procedures were compared using R2 and RMSE. It is not surprising that the
naive approaches were not well suited. Similarly, bad results were obtained with
SARIMAX, but good results were obtained with the other approaches. Classical
forecasting methods such as Croston (1972) or Peter R. Winters (1960) perform
well compared to Al-based methods. Compared to classical approaches, long short-
term memory (LSTM) neural networks show similarly good results for lumpy time
series forecasting (Kiefer and van Dinther 2020). This revealed considerable savings
potential. For example, the medium-term forecast of the RMSE was reduced by up
to 80% compared to the previously used forecast.

High-quality forecasts are particularly valuable in the retail sector, as errors affect
stock levels and delivery times. In this respect, resilient forecast models represent
an important economic value. However, with regard to the three characteristics of
resilient systems, there is a trade-off with forecast models. In the present case study,
forecasts are mainly based on historical data, i.e., on order patterns in the past.
It is assumed in the model that there are repeated time cycles. Without external
sources that provide a reliable indication of a trend change or shock, it is almost
impossible to anticipate abrupt events like the COVID-19 crisis. Therefore, the
question on the adaptability (flexibility) of the model after an external shock is
much more important, i.e., the question of how quickly the system takes up and
adapts to a permanent change. The weighting of historical data in the forecast plays
a role in this respect in that more recent data receive a stronger weighting than
events further in the past. On the other hand, there is a risk of underweighting
long-term trends or seasonal events. The aim in the forecast models is therefore to
correctly determine the tolerance in the model’s adjustment speed. It is necessary
to take up permanent changes without at the same time distorting the forecast
results by short-term deviations. With regard to the third property of resilient
systems, cohesion, it should be noted on the basis of the present case study that
the interaction between employees and forecast models is important. Especially
in the application case with lumpy time series, this trade-off between short-term
adjustment and long-term trends is difficult. In this respect, we do not yet see any
possibility of fully automating orders on the basis of the forecast model results. This
is where employees are called upon to check plausibility, who may come to different
decisions based on context information or information that is not taken into account
in the model.
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7 Use Case 4: Software Transition

Hyper-distribution of teams makes the management of projects even harder than it
has already been. Complex transformation projects to new standard software are
always a state of exception, and a pandemic potentiates this.

According to Friedman (2009), a majority of 83% of data migrations fail or
significantly exceed time and budget. And this is only one part of a software
transition that can go wrong. It not only hurts user adoption and the value of the
new system but can cause the respective transition and transformation project to fail
overall, which in turn means losing tens or hundreds of millions of euros in large
transformations. It also means a traumatizing experience for project participants.
Many of them typically take care of the already challenging but well-practiced job
of maintaining and managing a familiar application and are in a state of exception
during a transition.

Transition issues are hardly ever technical in nature. The challenges lie in
translating evolving business needs into change that remains consumable for the
customer organization and in the complexity of coordinating many thousands of
operational activities in a compact timeframe. In addition, many organizations lack
a complete understanding of circumstances to successfully undertake the complex
changes required in their legacy systems to attain advantages of migration (Gholami
et al. 2017; Strobl et al. 2020). Distributed teams do not make this easier. Following
the megatrend of the recent past, namely, outsourcing IT services, teams are
oftentimes not only distributed across different customer locations but include one
or several offshore locations as well. Even before the COVID-19 pandemic, most
transition projects were fragile and far from resilient with respect to timing and risk.
As shown in multiple studies, delay risk prediction is one of the main concerns in
the migration projects (Manekar and Gera 2017).

7.1 Key Challenges in Transition Projects

Inherent key challenges in such transition projects—with and without a pandemic—
are:

* Understanding legacy software applications and what remains relevant thereof

¢ Understanding how functionality and data translate from the old applications to
new ones

* Reliably planning the efforts and duration of a transition endeavor

* Coordination of a multitude of tasks in configuring new software, migrating data,
and taking decisions for issue resolution

* Monitoring overall progress and remaining risks

* Susceptibility to errors in the many manual activities executed by on- and off-
shore teams
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* Managing change and ensuring that customer organization can consume that
change

Until the pandemic affected IT projects, it remained best practice to have off-
shore teams co-located and on-site teams at customer facilities either co-located
or at least meeting physically on a regular basis. This has become impossible
during full lockdowns and remains extraordinarily challenging in a hyper-distributed
environment where people work primarily from home and even off-shore teams are
scattered. However, all of the above challenges become even harder in a hyper-
distributed world. Each of them relies on a number of decisions that are traditionally
taken by humans and based on information that is compiled by humans.

7.2 Al-Automated Platform with Consistent Digitalization

The vision is to fundamentally change transitions for the better and address its
challenges with a consistent digitalized solution. Instead of mere human experience,
and individual handling of tasks and tools, a cohesive platform not only enables
inherent guidance through processes, a foundation for automation in each and every
task, and all the information for automatically tracking progress but is also the
necessary enabler for Al to encompass the entirety of activities in transition projects.
It can learn the processes, patterns, and pitfalls of projects. With enough projects
captured over time, it can derive recommendations for the project participants and
eventually control the automation of certain sequences of steps directly.

Building a solution begins with a consistent digital coverage of all operational
processes in transition projects. This may start with the assessment of existing
applications to be replaced. It continues with capturing scope and requirements,
configuration of the destination applications, data profiling, data cleansing, and data
migration. And it doesn’t end there. The goal is to take every manual task and
scattered tool, which may often be run on a local machine, and move it to a central
cloud platform that guides and follows experts through a project from beginning
to end. With such a foundation arise two major possibilities that were impossible
before, seamless automation support of all the individual activities in a project and
immediate digital insight into each and every activity, no matter if it is triggered
manually or executed in a fully automated fashion. This in turn means that the latter
can feed an Al with sufficiently comprehensive data, and the Al can guide more and
more of the steps in the former.

Such a platform for consistent digitalization captures a unique digital fingerprint
consisting of up to hundreds of thousands of data points for each project. It enables
seamless collaboration and data-driven communication with real-time insight. This
gives the project members a better overview and lets them see the patterns in the
project across members and, hence, take smarter decisions on how to proceed.
The platform also preserves the knowledge of how projects are executed in detail
beyond the limited memory of the people who executed them. It retains a wealth
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of information on which projects are fast, which projects are slow, what leads to
success, what leads to failure, what healthy patterns to adhere to, what unhealthy
patterns to avoid, and much more. And all of this is represented in an Al-accessible
format. So, the Al can draw on a wealth of information and present suggestions to
the project participants that help them to take even smarter decisions faster. Having
all data accessible for AI models is one of the goals we strive to tackle. As studies
show in recent years, the use of AI models will only be as good as the data they are
fed with. As seen in a critical case like a pandemic, not having enough meaningful
data will hinder any Al technology. Collecting big enough data for transitions and
transforming it into a knowledge base, which an Al model can be trained on, are
the biggest challenges for every Al. Only when this is achieved, Al will reach its
full potential in learning and finding insights for predictions on new projects and for
smarter decisions.

7.3 Resilience with the Platform

Consistent digitalization, a central home for project knowledge, and Al greatly add
to the resilience of transition projects.

Flexibility is provided for a team working on such a platform both in terms of
space and time. When formerly co-located teams are forced to physically isolate
every individual, they can rely on a central live dashboard and status information
to stay coordinated and base their decisions on facts. Team members are truly
enabled to work from anywhere. Tasks and partial results can be handed over
within the platform to be flexible with time zones. If certain regions are severely
impaired over a longer period of time—due to issues in public infrastructure,
government regulation, etc.—all of the work can temporarily be shifted from one
region to another, given that enough expert resources are available. Moreover, it is
common that projects within a larger transformation initiative have dependencies
on other projects for reasons like technical interfaces or expert availability. The
comprehensive storage of the project work including its status also helps a team
to be more flexible in adapting timelines to such external dependencies.

Tolerance is enabled, as not only all project-specific knowledge like mapping of
functionality and data conversion rules is stored in a safe central place but also the
most recent state of progress including every prior activity leading to the current
state. Progress of the configuration of the destination applications including all
fields, picklist values, workflows, and more is kept in the platform—even the latest
state of source application setup: the exact state of how many records of which
object have been extracted when from the source applications, converted to what
extent, and imported into the destination applications at what time; how many

"More details and a commercial platform striving to fulfill this vision can be found at http://www.
conemis.com.
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necessary activities for running all of that work have already been executed; and
how many are left according to the plan. With all that knowledge in the platform,
even a sudden interruption of the project by a pandemic incident can be tolerated.
After such an interruption, humans participating in the project may require some
time for finding orientation again and familiarizing themselves with the latest status
of the project. But all of the information for that is in the system and does not depend
on any distributed information on local devices. As shown in several studies, legacy
data challenges and their storage during migration are key concerns that project
stakeholders have in their planning and designing phase of migration (Gholami
et al. 2017; Manekar and Gera 2017). In the most dire of circumstances, even a
different team familiar with how the platform works in general could pick up work
and continue it after some time of orientation. Al could continue with its suggestions
and assistance in coordination regardless of the interruption. We nevertheless hope
this will remain a merely hypothetical scenario.

Cohesion is achieved by having complete digitalization as the ultimate goal.
End-to-end processes beyond functions are covered by the platform. Formerly
distributed information and information solely in the heads of people is externalized
and stored by the software. Interruptions of the project do not disturb cohesion in
retaining the knowledge of the project. All information necessary for Al to consume
remain available in a consistent form.

Cohesion is provided across projects. When leveraging a proven platform for
several projects—past and present—processes and recorded experience can easily
be leveraged across projects to benefit all. Experience silos, typically in the heads
of a few experienced experts, are opened up for an overall increased level of quality
and success in projects supported by the platform. An added benefit that is not
to be neglected is that the platform automatically documents every step in every
project. So even in the most exceptional and hectic of times, detailed documentation
continues.

In general, existing Al approaches mainly target delay risks prediction and
estimation of efforts that are unforeseen for the management team. Yet in addition,
Al solutions can be the key for data protection and security of critical data that an
organization has, as shown in a recent study (Diener et al. 2016). Collecting and
storing big data before starting any migration is a hot topic, where the integration
of AI approaches can help in handling data challenges, extractions from different
resources, and designing data lakes in a migration project (Manekar and Gera 2017).

Understanding the market dynamics and evolving business needs of an orga-
nization, their translation into enabling technology, and the response to unforeseen
impacts like a pandemic will require clever human minds for as far as we can see into
the future. They need to take smart decisions both based on data available to them
and sometimes under uncertainty. But our vision implies that all the operational
tasks, including assessment, planning, configuration, data migration, and more, will
sometime in the future be fully executed by an Al that builds on a vast amount of
recorded knowledge to automatically orchestrate workflows with full automation
in all individual tasks. This will become better with every bit of recorded project
experience that can be fed into Al algorithms. Major decisions and the response
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to exceptions like a pandemic will still remain the responsibility of humans. But,
although an Al-automated platform will take human direction, even in complex
transformation projects, the operational execution of the transition may one day be
fully autonomous.

8 Conclusion

The current global economic system is vulnerable to external shocks at various
levels. Companies work together in value networks and are thus interdependent.
Disruptions in such networks can have far-reaching consequences. Companies use
IT systems to control and automate their own processes and to communicate and
exchange information in value networks. As a result, the amount of digital data
is constantly growing, and the demands on IT and data analysis are increasing.
Technological advances in hardware and software as well as networking and sensor
technology have brought major advances in the field of artificial intelligence over
the last decade. Thus, Al becomes applicable in many areas and helps to advance
decision-making toward smart decisions. The development of resilient systems
places high demands on information systems. Thus, Al can make an important
contribution in the field of smart decision-making for resilient systems.

Global-acting firms and global value networks require management attention
and fast reaction on major changes such as external shocks. Therefore, more
attention is to be paid to data analysis and application of Al Such settings require
firms to go the next step and embrace digitization beyond their machinery. This
necessitates a paradigm shift where Al complements humans instead of replacing
them (Bansal et al. 2019; Kamar et al. 2012). Such smart decision-making has
been discussed in many different domains including chess-playing (Kasparov 2017),
medical decision-making (Paul et al. 2018), as well as data science projects (Wang
et al. 2019). Oftentimes, these human-AlI teams have demonstrated higher resilience
(avoiding pitfalls such as biased training data or implausible decisions) or even
better performance in their respective tasks.

In our contribution, we study four use cases from very different application
domains. All use cases apply Al to specific decision-making context. The interesting
point to note is that the application of Al is very diverse. In the first use case,
Al is applied to employee management and team development. Al analyzes text
information from employee surveys in order to identify necessary actions in team
development. In manufacturing, Al is applied to improve quality processes by using
visual defect detection. Al is trained to identify defects (such as cracks or holes)
in packaging. In sales, the focus is on improving customer order forecasts in order
to optimize logistics and purchasing. The challenge here is to forecast orders for
products with irregular and fluctuating demand (lumpy time series). Especially here,
an optimization of resilient systems is advantageous. Inventory processes can be
automated based on improved forecasting processes. Al can also be successfully
used in IT projects to analyze and optimize data migration processes. Data migration
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and transformation is a critical process within IT projects due to the complexity
caused by data volume and data properties. Analysis of project data can help to
better manage or automate transformation processes and to identify and eliminate
errors. Furthermore, Al can support the data transformation process itself.

However, the use cases also show that full automation is not yet available. How-
ever, the development advances permanently, so that an increase in the resilience
of the systems becomes possible. So far technology is already advanced; it must
nevertheless be stated that still further research and development remain necessary.
Nevertheless, we can state that we can already use data analysis for smart decisions
in resilient systems.
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