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1. Introduction 

The past decade has seen rapid advances in the development of artificial intelligence (AI). The entry of AI into 
everyday life, combined with significantly better availability of these systems in a commercial context, is fueling high 
expectations from companies for the introduction of AI [1]. It is therefore not surprising that the adoption of AI 
systems has risen sharply in recent years. The downside is that many AI initiatives fail and therefore, according to 
surveys, 70% see no or minimal impact from the introduction of AI systems [2]. Hence, it is crucial to understand the 
factors that lead to success or failure of AI projects in order to fully exploit the potential of the technology. 

A considerable amount of literature has been published on factors influencing the success and failure of Information 
Systems (IS) projects in general [3–8] or specific application types such as ERP systems [9–11] in the course of the 
last decades. However, due to the specific characteristics of AI, such as its algorithmic complexity and the broad and 
holistic changes that accompany the introduction of AI systems in organizations, these factors need to be revisited and 
extended to fit the context of AI. 

A few recent studies have dealt with challenges, success factors and organizational readiness for AI [12–15]. For 
example, Bauer et al. [13] focused on the relevance of factors depending on the size of a company, while Baier et al. 
[12] narrowed their research down to the challenges related to the deployment of machine learning applications. While 
these previous studies provide interesting results about prerequisites and general aspects to consider in AI projects, 
their focus is not primarily on the question of success and failure of AI projects, i.e., some of the factors presented in 
these studies might represent challenges that have to be considered but are not critical to project success. Additionally, 
some of the studies are limited to a specific focus or context, such as SMEs. Therefore, factors that are critical to 
success and failure of AI projects in a general, holistic context of organizations are still largely unknown. In order to 
provide guidance for organizations which is applicable independent from firm characteristics, there is the need to 
analyze the topic from a more general perspective. 

The aim of this study has therefore been to uncover factors that lead to success or failure of AI projects in a general 
context. Subsequently to a literature review, new primary data for this research were collected using qualitative, semi-
structured interviews that were analyzed using an inductive coding approach [16–18]. 

This study makes an original contribution by providing new empirical data on critical factors leading to success 
and failure of AI projects. The identified factors provide important insights and guidance for organizations to 
proactively increase the rate of success of their projects in order to exploit the potential of the AI technology and avoid 
costly project failure. 

The paper is organized as follows. The next section provides a brief overview of the theoretical background. In 
section 3, we describe related work and depict a research gap. This is followed by a description of the research design 
in section 4, followed by the results in section 5. Finally, we conclude with the main findings and limitations of the 
study as well as providing possibilities for future research. 

2. Background 

2.1. Artificial intelligence 

Even though AI has become increasingly relevant, no unified definition of the term has emerged. This is mainly 
due to the fact, that the term intelligence in itself is hard to define [19]. Today, AI is seen as a disruptive technology 
[20] and includes different fields of sciences, such as statistics or neurosciences [21]. Generally speaking, researchers 
agree that AI belongs to the field of computer sciences and is about developing independent applications that can 
solve problems on their own [19]. AI technologies are additionally divided into the subcategories of strong and weak 
AI. Applications of weak AI, such as speech recognition or fraud detection, are already available today and are 
constantly being further developed. The main characteristic of such applications is that they are developed for a special 
task and are not able to execute other tasks [22]. Distinct from this is strong AI, which attempts to replicate the human 
brain in order to develop an AI that is not limited to specific tasks [19, 22]. As strong AI is not available today and it 
is discussed when or if it will be achieved [23], the following paper focuses on weak AI and its applications. 
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2.2. Success and failure of Information Systems (IS) projects 

Before discussing typical causes of IS success and failure, these terms need to be defined. In general, success can 
be defined as “achieving the goals that have been established for an undertaking” [24]. On the flipside, IS failure can 
be defined as the perceived inability of the project to meet the requirements or expectations of various stakeholders 
[25]. The mentioned requirements and expectations can be manifold in this context, for example there are not only 
functional but also financial or time requirements.  

The causes of success and failure of IS is a thoroughly studied subject. As the goals of IS were not always perfectly 
clear, the definition of IS success was a challenge. In an attempt to identify dimensions of IS success, DeLone and 
McLean [26] undertook a literature review from papers published between 1981 and 1987. They identified six 
interdependent dimensions of IS success (system quality, information quality, use, user satisfaction, individual impact, 
and organizational impact) and used these in a model to explain IS success [26]. In the following years, this model 
was expanded and modified numerous times [4, 24, 27, 28]. Furthermore, both the original and the revised models 
have been validated to be good predictors of IS success [29–31]. In another stream of research, several studies 
attempted to identify determinants that have an effect on one or more of the stated dimensions [24, 32]. In total, over 
50 determinants were identified to correlate with dimensions of IS success. 

On the other hand, the failure of IS projects was also widely studied focusing on the discrepancy between actual 
and expected requirements. Similar to IS success, studies tried to investigate dimensions and determinants of IS failure 
[33, 34]. For example, Nelson [35] analyzed over 90 IS projects and concluded that there are 36 common mistakes in 
four categories: process, people, product and technology.  

In summary, IS success and failure are thoroughly studied and existing models are proven to be good predictors of 
IS success. However, due to the specific nature of AI projects, it is still largely unclear whether these results can be 
transferred to the context of AI projects. 

3. Related work and research gaps 

In our literature review, we have identified several prior studies that have investigated research questions related 
to failure of AI projects, as well as, success factors, challenges and organizational readiness [12–15, 36, 37]. Two 
papers were identified that discuss success or failure of AI projects in general [36, 37]. They summarize “experiences 
with the development and deployment of AI systems” [37] in a specific company in a practice-oriented format. As 
these papers have the character of a practice report and lack scientific methodology, as well as, robust research design, 
they were excluded from a detailed discussion in this paper. Another paper that was excluded is the one by Pumplun 
et al. [15] due to its focus on adoption which is different from our aim. Hence, we have selected the remaining papers 
for a detailed analysis as they were most relevant for our aim [12–14]. 

Baier et al. [12] used interviews to analyse challenges particular to the deployment and operation of machine 
learning models. Another study focuses on general challenges in AI projects in the context of SMEs. To do so, Bauer 
et al. [13] correlate the identified success factors and challenges to the size and maturity of the companies. The data 
is collected using a survey approach with mainly CXOs or managing directors of SMEs. Jöhnk et al. [14] focus on AI 
readiness of companies. The authors collected data with semi-structured interviews focusing on factors that determine 
the readiness of companies in regard to AI. For a better overview, the factors are summarized in Table 1. It is important 
to understand that the listed factors are abstracted to categories and may contain more than one individual factor 
presented in the studies. 

The table shows that not all categories are mentioned in every study. The main reason for this might be the different 
focus of the studies. For example, Bauer et al. [13] focus on different company sizes while Jöhnk et al. [14] analyze 
readiness factors. Interestingly, some categories are mentioned by all studies. One of the most prominent categories 
that was mentioned numerous times is data management. As data is seen as the fuel for AI [15], it is not surprising 
that data quality, availability and governance are mentioned as important factors within the category [12–14].  

While the mentioned studies show the importance of understanding success factors regarding AI projects, their 
focus differs from this study’s aim. The variance of the factors identified in different contexts, as summarized in Table 
1, emphasizes the necessity of collecting new data for the specific question of project failure.  
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     Table 1. Factors identified in previous studies. 

Factor / Source Baier et al. [12] Bauer et al. [13] Jöhnk et al. [14] 
Know how X X X 
Commitment  X X 
Project Management  X X 
Communication X X X 
Data Management X X X 
Infrastructure X X X 
Result validation X X  
Deployment X   
Ethics & Legal Restrictions X  X 
Business Impact X  X 
User friendliness X   
Customer relation X X X 
Acceptance X   

 

4. Research design 

For this study, a qualitative research design based on semi-structured expert interviews was chosen [16, 17]. This 
methodology was deemed suitable as the purpose of our study was to identify factors, as opposed to quantitatively 
testing them. In order to ensure the rigour of the qualitative research process, several measures were implemented 
[38]. These include critical discussion and reflection of methods and results throughout the different phases of the 
research process, as well as, redundant data analysis by different members of the team of authors, in order to minimize 
subjectivity and bias. 

To select the interview candidates, we have applied purposeful sampling in order to collect information-rich data 
that will help to illuminate the research questions [39]. The sample includes AI experts that have heterogeneous 
professional backgrounds in terms of industry, as well as, company sizes. Following the concept of data saturation 
[40], we have not pre-determined a sample size. Instead, conducting new interviews was discontinued at a point when 
no new concepts had emerged from the data anymore. Table 2 gives an overview of the interview candidates. 

     Table 2. Interview candidates. 

# Industry Position Focus/ expertise 
1 Plant engineering Team leader Robotics and visual recognition 
2 Software development Founder and CEO Visual recognition 
3 Consulting Senior consultant AI in general 
4 Software development Developer Natural Language Processing 
5 Automotive Development engineer AI in sensor fusion 
6 Automotive Middle management Driver assistance systems 

 
To collect the data, an interview guide was used consisting of seven questions, including general questions about 

AI project experience to stimulate an open discussion and generate rich data, as well as, questions explicitly focused 
on challenges, risks, success and failure of projects. However, for the results as presented in the subsequent section, 
only the statements that explicitly referred to failure reasons were considered in the analysis, in order to clearly 
distinguish between general challenges and reasons for project failure. All of the interviews were conducted as audio 
or video calls between January and February 2021, except one interview that was delivered in written form. With the 
consent of the participants, the interviews were recorded and subsequently transcribed using AI-based speech 
recognition. The transcripts were inductively coded in an open coding approach. Finally, the codes were aggregated 
to higher-level categories [17, 18] based on their similarity in order to derive the factors presented in the results section 
of this paper. 
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5. Results 

Using the data from the interviews, a total of 12 factors that can lead to failure of AI projects were identified. These 
factors were further aggregated into the following five categories: Unrealistic expectations, use case related issues, 
organizational constraints, lack of key resources and technological issues (see Table 3). 

Table 3. Categories and factors identified in the interviews. 

Category Factor 
Unrealistic expectations Misunderstanding of AI capabilities 
 Thinking too big 
Use case related issues Missing value or cost-benefit ratio 
 Complexity 
 Low error tolerance 
Organizational constraints Budget too low 
 Regulations 
Lack of key resources Lack of employees with expertise 
 Data availability 
Technological issues Model instability 
 Lack of transparency (black box problem) 
 Possible result manipulation 

 
Factors regarding the expectations of AI projects are summarized in the category unrealistic expectations. As 

stated by an interviewee, stakeholders and members are often not fully aware of AI capabilities. This can lead to 
misunderstandings about technologies to be used. AI projects are sometimes only entitled as AI but are, in fact, not 
using any AI-related technologies. These projects can be considered as failure since they did not really lead to AI 
adoption. If expectations rise and managers think too big, projects scopes are getting wider and wider, until it is mostly 
impossible to make the projects work due to the lack of focus. These big expectations are often linked to “too large 
promises” (Interviewee 3) that have been made by third parties. 

In general, use case related issues can also lead to project failure. The adoption of AI is sometimes done without 
value-based use cases. As there is no return on investments, only expenses, these projects fail in the sense of not 
delivering any benefits. One interviewee stated, that “most use cases do not provide any value” (Interviewee 2). If the 
complexity of a use case surpasses the capabilities of the internal development teams, project can be “impossible to 
accomplish” (Interviewee 1). This means that project expectations and capabilities need to be aligned to prevent 
failure. In special use cases, like autonomous driving, low error tolerance can lead to project failure. These use cases 
rely on precise and correct predictions and results, as error can have fatal outcomes. In AI projects, since the fidelity 
of results is only achieved after the models have been created, projects must be started first to verify accuracy. If the 
targeted and required accuracy is not achieved, projects are often discontinued. 

Factors in the category organizational constraints represent external impacts on projects from within the company 
or the environment. Projects involving AI often represent a risk due to the uncertainty of the outcome. Therefore, often 
insufficient resources are allocated, leading to premature termination as they are running out of budget. The budgets 
and resources are not only used to hire experts but also to pay for training data and the training itself. Additionally, 
regulations, internal or external, can cause issues for AI projects. One interviewee said, that there were “bureaucratic 
hurdles to even only attach a Raspberry Pi to an industrial machine” (Interviewee 2). However, the extent of this factor 
presumably depends on the country and company. 

Key resources, or the lack of those, were often described as a major influence on AI project failure. Three of the 
interviewees said that the lack of expertise was a key reason for the failure of AI projects. This can be related to other 
issues, like low budgets, as one interviewee mentioned: “If you put the wrong person, a person without enough 
knowledge, on an AI project it is possible that the budget gets blown without any outcomes” (Interviewee 1). As AI 
models strongly depend on the quantity and quality of training data, data availability is a factor that influences the 
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project outcome. As an interviewee from the automotive sector mentioned, AI projects fail because correctly labeled 
training data is often not available or too expensive. 

The technology itself is also a factor that can lead to project failure. One mentioned aspect is model instability. 
Companies rely on consistent results when it comes to AI algorithms. As the algorithms and systems are updated, 
there is “no guarantee that the systems work exactly like the last one and gives the same results” (Interviewee 4). This 
unpredictable behaviour can lead to the termination of projects. Furthermore, AI algorithms lack transparency as of 
how the algorithms ended up getting the result. This is named the black box problem. Furthermore, models can be 
manipulated to produce different results, e.g. if street signs are manipulated with stickers, there might be a wrong 
result interpreting it. The possible error introduced by manipulation can be too high to safely use the AI, depending 
on the context.  

6. Discussion 

Our results show that there are a variety of factors that can lead to failure of AI projects. A closer look at the factors 
reveals some interesting insights. First, it can be seen that technological issues can be one reason for failure. However, 
the statements of the candidates have shown that failure often seems to occur because of non-technical factors such as 
false expectations or lack of resources. Especially the lack of expertise or competent employees was emphasized by 
several interview candidates. Second, many factors or their detailed characteristics can hardly be anticipated before 
the start of an AI project and therefore cannot be appropriately considered in the planning of such a project. This can 
be observed, for example, in the factor possible result manipulation. At the beginning of a project, it is impossible to 
predict all possible ways how a result can be manipulated. Other factors, like the actual complexity of a use case or 
model instability can be equally difficult to estimate or anticipate. Therefore, it seems difficult to completely avoid 
possible project failure due to such reasons or to manage these risks as they often only emerge in the course of the 
project. On the other hand, some of the factors can be anticipated and managed in advance. For example, the needed 
know how for an AI project can be evaluated and actions can be taken. Furthermore, it can be checked if sufficient 
data is available to start an AI project. 

An important objective of our research was to distinguish general challenges of AI projects as presented in prior 
studies from critical factors leading to failure of AI projects. In view of the related work reviewed in section 3 of this 
paper, the factors know how [12–14], business impact [12, 14] and result validation [12, 13] can be confirmed as being 
not only important, but indeed critical for AI projects. It can thus be seen that some of the already known challenges 
can also be concrete reasons for failure. On the other hand, some of the most prominent factors from previous studies, 
e.g. data management and infrastructure, seem to be not as important for failure. This also includes the factors 
communication, deployment, user friendliness and customer relation. A possible explanation for the lower relevance 
with regard to failure is that these factors might indeed be relevant challenges in AI projects, but problems can be 
resolved if they occur and thus do not lead to project failure. Furthermore, our research has uncovered additional 
factors that have not been previously identified as general challenges or readiness factors but can lead to project failure. 
These include unrealistic expectations and some specific factors in the category technological issues.  

7. Conclusions 

The evidence from this study suggests that there are several technological and non-technological factors that can lead 
to success or failure of AI projects. Our research has underlined the importance of distinguishing between general 
challenges and critical success and failure factors of AI projects. Based on new empirical data, our study contributes 
to knowledge by making this distinction for previously known factors, as well as, by identifying new factors.  
The findings of our research have important managerial implications for organizations that are planning to adopt AI. 
While some of the failure factors are hard to anticipate and manage, the relevance of other typical factors for a 
particular organization can easily be clarified in advance. Managers are advised to have clear and honest look at their 
organizations’ capabilities and resources, as well as, their own expectations and understanding of AI, before starting 
an AI project. After an evaluation of potential critical risks, appropriate measures should be taken to mitigate these 
risks. If the risk of failure is estimated as too high, an honest acknowledgement of the organization’s lack of AI 
readiness, combined with a mid-term roadmap to improve the capabilities, might be a better advise than rushing into 
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disaster with one’s eyes open.  
Our work may have some limitations. Given the qualitative approach and small sample size of our study, caution must 
be used in generalizing the findings or transferring them to other contexts. Nevertheless, we believe our work lays the 
ground for further research in this area. We propose that further quantitative studies should be conducted to corroborate 
our findings and generate representative results based on the categories and factors identified in this study. 
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