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Abstract. Today many scientific works are using deep learning 

algorithms and time series, which can detect physiological events of 

interest. In sleep medicine, this is particularly relevant in detecting 

sleep apnea, specifically in detecting obstructive sleep apnea events. 

Deep learning algorithms with different architectures are used to 

achieve decent results in accuracy, sensitivity, etc. Although there 

are models that can reliably determine apnea and hypopnea events, 

another essential aspect to consider is the explainability of these 

models, i.e., why a model makes a particular decision. Another 

critical factor is how these deep learning models determine how 

severe obstructive sleep apnea is in patients based on the apnea-

hypopnea index (AHI). Deep learning models trained by two 

approaches for AHI determination are exposed in this work. 

Approaches vary depending on the data format the models are fed: 

full-time series and window-based time series. 

 
Keywords -- Deep Learning, Obstructive Sleep Apnea, OSA, 

Precision Medicine, AHI 

I.  INTRODUCTION 

The classification of physiologically relevant events using 

artificial intelligence is a flourishing topic in medicine. 

Concretely, in sleep medicine, there are numerous scientific 

works in the field of obstructive sleep apnea (OSA) 

classification [1–4]. Some works use a single time series 

collected from the patient that represents only one physiological 

signal to use several physiological signals. [5–7]. Most 

publications focus on the performance of machine learning 

models (in terms of the accuracy of the model, sensitivity, etc.). 

However, not all of them include two crucial aspects when 

working with biomedical time series of patients suffering from 

apnea: the explainability of the model and the calculation of the 

apnea-hypopnea index. Calculating the apnea-hypopnea index 

is crucial to get to know the severity of a patient suffering from 

obstructive sleep apnea. Not all developed models take into 

account the AHI calculation. However, if the models are to be 

used in a real healthcare environment (in this case, a sleep 

laboratory), the models should allow the AHI calculation.  

In this study, two techniques are explained to calculate the 

AHI depending on the deep learning model used. The focus is 
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based on the type of input the neural network receives, either 

window of a certain duration or complete time series. The 

objective of both approaches is the same, however they present 

several differences that will be explained throughout this 

scientific work. 

II.  METHODS 

There are a large number of factors to take into account when 

working with deep learning and time series models. These 

range from the selection of the model architecture to the dataset 

used to train the algorithm. Although a priori, it may seem that 

these factors are not relevant, a correct dataset selection with 

good quality data and a large number of instances is crucial for 

success when it comes to deep learning model development 

tasks. 

A.  Data set 

The dataset is usually determined by the natural setting 

where the model will be deployed. However, datasets from 

external data repositories are commonly used. One widely used 

repository is the Sleep Heart Health Study (SHHS). The data 

contains time series of patients who may suffer from sleep 

disorders like sleep apnea. In this case, a time series of seven 

hours duration can be selected for sleep apnea events 

classification. The data can be divided into two sets of signals 

according to the for-mat of the dataset that fed the models 

during the training:  

 

• Window-based time series classification 

• Whole-time series classification 

 

After several tests, the 60-second windows seem to work best 

for classifying sleep apnea events and especially for 

calculating the AHI. 

B.  Model architecture 

After a thorough literature analysis, convolutional neural 

networks are the best per-formers when classifying time series, 

in this case, OSA events. Several factors should be considered: 
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the neural network complexity, the computational cost in 

training and inference, and the explainability and performance 

of the models. Based on the two approaches followed in this 

study, we found the following architectures: 

 

• Window-based time series classification: Fully-

Convolutional Neural Net-works (FCNNs) 

• Whole time series classification: convolutional neural 

network for segmentation 

C.  Explainability of the model 

The explainability of the model is crucial when it comes to 

developing algorithms that will be used in an actual medical 

environment. The class activation map (CAM) or gradient-

weighted class activation mapping (Grad-CAM) technique are 

some of the methods used for explainability [8,9]. These 

techniques are easier to implement with window-based time 

series classification, as it is easier to visualize in 60 seconds 

than with the full-time series. The explainability of the 

complete time series classification needs to be further evaluated 

in order to be able to provide the clinician with all the 

information about a given decision quickly. However, this is not 

the scope of this study. 

D.  Apnea-hypopnea index (AHI) 

The widely known formula is used to calculate the AHI: 

 

𝐴𝐻𝐼 =
𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑎𝑝𝑛𝑒𝑎 𝑎𝑛𝑑 ℎ𝑦𝑝𝑜𝑝𝑛𝑒𝑎 𝑒𝑣𝑒𝑛𝑡𝑠

𝑇𝑜𝑡𝑎𝑙 𝑠𝑙𝑒𝑒𝑝 𝑡𝑖𝑚𝑒 (ℎ𝑜𝑢𝑟𝑠)
  (1) 

 

Two methods are used to obtain the number of apnea and 

hypopnea events depending on whether windows or full-time 

series are used. These methods are described in section 3 

III.  RESULTS  

This work does not pretend to show how to develop a deep 

learning model to work with time series and to show 

architectures that yield good results. Once the whole model 

training process, evaluation of the neural network performance, 

and model explainability are finished, it is time to calculate the 

AHI. To get the most accurate AHI possible, the deep learning 

model must classify as many apnea events correctly as possible. 

This paper proposes a method to calculate the AHI using the 

two most typical approaches when working with time series in 

machine learning, the window-based time series classification 

and the whole-time series classification.  

A.  Window-based tune series classification 

When working with time series divided into windows of a 

specific duration, it is al-ways necessary to consider whether 

overlapping is applied. In this case, where the aim is to classify 

apnea and hypopnea events in addition to knowing the number 

per hour, the absence of overlapping is crucial. This way, 

counting how many events have occurred in the whole sleep 

time is possible. In this case, selecting 60-second windows 

helps to include complete apnea events longer than 10 seconds. 

Information can be lost when dividing the time series into 

windows. Still, this 60 seconds allows us to classify the patient's 

sleep minute by minute, and considering that we have time 

series of several hours, the AHI can be very close to the real 

one. Therefore, for this approach, the number of events (60-

second windows) classified as apnea would be counted and 

divided by the total sleep time. The fact of not including 

overlapping allows not counting the same event several times. 

B.  Whole time series classification 

With the segmentation technique, it is possible to identify 

apnea events with second-by-second accuracy. Regardless of 

the apnea or hypopnea event duration, such events will be 

classified without selecting time windows. This fact avoids the 

loss of information by dividing the time series into windows of 

a particular period in order to be classified by the deep learning 

algorithm. However, when it comes to calculating the AHI, it is 

more complex than windowing. To do so, it will be necessary 

to identify all the parts of the signal that have been classified as 

an apnea event (in seconds), along with obtaining the sets where 

there are more than 10 seconds of an event (if an apnea event is 

classified as '1' then it would be necessary to look for more than 

ten consecutive values of '1s'). Once all the sets have been 

obtained, regardless of their duration, such sets can be counted 

and divided by the total sleep time. This method will have 

higher accuracy than the windowing approach. However, it also 

requires higher accuracy of the neural network so that all the 

second-by-second events are classified correctly as we can see 

in Figure 1. 

IV.  CONCLUSION AND FUTURE WORK 

Although different alternatives exist to work with time series 

of patients suffering from obstructive sleep apnea and to train 

deep learning models to classify sleep apnea events, the AHI 

calculation is limited. In particular, following the two 

approaches explained in previous sections: window-based and 

whole time series classification. The techniques described in 

this paper allow a simple and concise calculation of AHI and 

help doctors and clinicians to understand the results derived 

from deep learning models. The aim is to make the models as 

understandable and accurate as possible so they can be easily 

implemented in real healthcare settings. 
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Fig. 1. Real annotations performed by the clinicians and predictions generated by 

the deep learning model. 
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