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Abstract. Generating synthetic data is a relevant point in the 

machine learning community. As accessible data is limited, the 

generation of synthetic data is a significant point in protecting 

patients' privacy and having more possibilities to train a model for 

classification or other machine learning tasks. In this work, some 

generative adversarial networks (GAN) variants are discussed, and 

an overview is given of how generative adversarial networks can be 

used for data generation in different fields. In addition, some 

common problems of the GANs and possibilities to avoid them are 

shown. Different evaluation methods of the generated data are also 

described.  

 
Keywords -- Generative Adversarial Networks, Synthetic Data, 

Machine Learning. 

I.  INTRODUCTION 

Nowadays, data is significant in the machine learning 

community as it is difficult to get valuable data because of 

privacy laws. Generating synthetic data can help to improve 

machine learning tools to have more data to train on and to 

generate better results in classification or other tasks. 

Generative adversarial networks (GAN) are well-known and 

established ways to generate data. It is commonly used for 

image generation. In this work, we will discuss the problems of 

GANs and which variants of GANs are already used to generate 

synthetic data for different aspects. This work will discuss 

GANs, their problems, and the variants that exist to avoid 

common problems. Then some examples of how GANs are 

used in the medical field and a short overview of the evaluation 

metrics will be given. 

II.  GENERATIVE ADVERSARIAL NETWORKS 

The training of the GAN is based on two networks that are 

competing. The generator tries to generate values that are 

synthetic but look real. On the other hand, the discriminator 

tries to identify the values it gets from the generator as real or 

fake. The discriminator learns how real data looks like from the 

real data sample which it get for the training. In every iteration 

the generator gets feedback from the discriminator, if the 

generated data is recognized as real or fake [1-7]. 
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Fig. 1. Structure of a GAN 

A.  Problems of GANs 

A common problem of generative adversarial networks is 

that the generator may generate samples that the discriminator 

does not detect as fake. So the generator can remember the 

characteristics and generate only similar samples where the 

distribution is insufficient. This is called a mode collapse. 

Another problem is that if the discriminator is too good, the 

generator does not get enough information to adjust the proce-

dure. This also can lead to the discriminator and the generator 

can fail to cover, and so they cannot generate correct results 

[1,3,5,8,10]. 

B.  Wasserstein GAN 

The Wasserstein GAN uses the Wasserstein distance instead of 

the traditional  Jenson-Shannon Divergence for evaluating the 

real and synthetic distribution. The use of the Wasserstein 

Distance leads to more stable training of the GAN [3,11]. 

 

C.  Anonymization Through Data Synthesis using GANs 

The difference between a  conditional GAN and an ADS-

GAN is that the ADS-GAN optimizes each patient's 

conditioning set and generates new data based on them. On the 

other hand, the set of variables is predetermined in a conditional 

GAN. Moreover, to overcome the known limitations of GAN  

Yoon et al. used a Wasserstein GAN with Gradient Penalty [3]. 

D.  Other GANs Variants 

In order to improve the GAN and eliminate its problems, 

many different GAN versions were developed. For example, 

there is the Deep convolutional GAN, Cycle GAN, Private 

Aggregation of Teacher Ensemble GAN, RedGan, METGAN, 

XGAN, and StarGAN [3,4,8]. 
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III.  GENERATIVE ADVERSARIAL NETWORKS IN THE MEDICINE 

FIELD 

In this section, some examples will show there GANs are 

used in medicine. 

A.  Dual-Discriminator Fourier Acquisitive GANs 

As a classification of disorders based on optical coherence 

tomography(OPC) with deep learning needs a lot of data. 

Tajmirriahi et al. extended a  GAN model to generate OPC 

images. By adding a dual discriminator and a dual-adversarial 

GAN with a Fourier acquisitive, the model can learn spatial and 

frequency domain characteristics and create higher-resolution 

images so that more images of realistic diseases like diabetic 

macular edema can be used for the classification models to 

learn. This allows the GAN to multitask learning of spatial and 

Fourier information of the OCT images. This also leads to an 

increase in stability and prevents the mode collapse of the GAN. 

The authors described that with this method, the generated data 

follow the original data pattern [1]. 

B.  X-ray Images from Point Clouds using Conditional GANs 

For simulation X-ray images from point clouds, Haiderbhai 

et al. used conditional GANS to generate x-ray images. They 

used a depth camera and other sensors to create point cloud 

images of hands, and then they generated the images with the 

GAN. These generated pictures should be a prediction of the 

real X-ray images. They used the Root Mean Squared Error, the 

Structural Similarity Index Metric, and the Perak Signal Noise 

Ratio for validation. In all experiments with different point 

cloud densities, the results were similar, but the points in the 

cloud were the better the results were, even if only minimally 

better [2]. 

C.  Generating ECG Data 

Harada et al. changed the generator to an RNN based on 

LSTMs to generate time-series data. The discriminator is also 

an LSTM layer with an average pooling layer. [5] Another 

paper tries to use the basic GAN to generate ECG data, but 

before training the model, Piacemtino et al. transform the time 

series into images with a data arrangement algorithm so that no 

information is missing and the standard use of GAN can be 

continued [6]. 

D.  Using GANs for protecting private data 

    One key aspect of using GAN in the medical field is to 

protect the private data of patients  but still allow researcher to  

have enough data for there projects. GAN can be used to 

generate synthetic data by using dataset of real data. One way 

to anonymize the generated data is to add noise to the learning 

process of the GANs generator during the learning process. An 

other way is to add the noise directly to the data. This process 

is also called Differential privacy(DP). A popular DP method is 

the Laplacian mechanism.[12] The anonymized synthetic data 

can then be shared between different institutions for different 

research project without compromising the privacy of the 

patients. And as more data is available more successful results 

can be accomplished.  

 

IV.  GAN EVALUATION METRICS 

Kolmogorov-Smirnov test, Pearson Chi-square test, Mean 

Absolut Error, Mean Sum of Squared Differences, image 

similarity index measure, Fréchet inception, and learned 

perceptual image patch similarity are the most commonly used 

metrics to evaluate the similarity of synthetic and real images. 

The main issue tested with the metrics is if the distribution of 

the generated data is similar to the original distribution of the 

data [1,3,4,7]. If the generated data has a relation in between 

itself it is useful to use the Persons correlation coefficient which 

can detect a relations between data [13].      

For evaluation generated synthetic time series by GANs the 

Maximum Mean Discrepancy is used often. This method 

measures the distance between probability distributions of 

different data samples [14,15]. Another way to evaluate the 

results of GAN is to use the generated synthetic data in 

classification models and compare these results with the 

classification of the real data. If the results should the similar in 

the best case. Naveed et al. compared also forecasting models 

with real and synthetic data to evaluate the used GAN [16]. 
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