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DBKDA 2023

Foreword

The Fifteenth International Conference on Advances in Databases, Knowledge, and Data
Applications (DBKDA 2023), held between March 13 – 17, 2023, continued a series of international
events covering a large spectrum of topics related to advances in fundamentals on databases, evolution
of relation between databases and other domains, data base technologies and content processing, as
well as specifics in applications domains databases.

Advances in different technologies and domains related to databases triggered substantial
improvements for content processing, information indexing, and data, process and knowledge mining.
The push came from Web services, artificial intelligence, and agent technologies, as well as from the
generalization of the XML adoption.

High-speed communications and computations, large storage capacities, and load-balancing for
distributed databases access allow new approaches for content processing with incomplete patterns,
advanced ranking algorithms and advanced indexing methods.

Evolution on e-business, ehealth and telemedicine, bioinformatics, finance and marketing,
geographical positioning systems put pressure on database communities to push the ‘de facto’ methods
to support new requirements in terms of scalability, privacy, performance, indexing, and heterogeneity
of both content and technology.

We take here the opportunity to warmly thank all the members of the DBKDA 2023 Technical
Program Committee, as well as the numerous reviewers. The creation of such a high quality conference
program would not have been possible without their involvement. We also kindly thank all the authors
who dedicated much of their time and efforts to contribute to DBKDA 2023. We truly believe that,
thanks to all these efforts, the final conference program consisted of top quality contributions.

Also, this event could not have been a reality without the support of many individuals,
organizations, and sponsors. We are grateful to the members of the DBKDA 2023 organizing committee
for their help in handling the logistics and for their work to make this professional meeting a success.

We hope that DBKDA 2023 was a successful international forum for the exchange of ideas and
results between academia and industry and for the promotion of progress in the fields of databases,
knowledge and data applications.

We are convinced that the participants found the event useful and communications very open.
We also hope that Barcelona provided a pleasant environment during the conference and everyone
saved some time for exploring this beautiful city

DBKDA 2023 Chairs:

DBKDA 2023 Steering Committee
Fritz Laux, Reutlingen University, Germany
Andreas Schmidt, Karlsruhe Institute of Technology / University of Applied Sciences
Erik Hoel, Esri, USA
Lisa Ehrlinger, Software Competence Center Hagenberg GmbH, Austria
Peter Kieseberg, St. Pölten University of Applied Sciences, Austria
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Contact Tracing Applications Under the European Regime

Raif Baran Tombul, 

PhD Student at Universitat Autonoma de Barcelona 

Barcelona, Spain 

rbtombul@gmail.com 

Abstract- Covid-19 pandemic obliged scholars to scrutinize 

new privacy concerns due to the use of digital contact 

tracing applications. Considering that we are living in the 

digital age, the type of privacy safeguards that data 

controllers need to take should be thoroughly investigated. 

Although the main goal of these applications is to tackle the 

spread of the pandemic in society, the privacy rights of 

users must also be preserved. Otherwise, serious privacy 

risks might appear when the pandemic is eventually over. 

This paper aims to contribute to this discussion by 

addressing the potential questions related to the privacy 

risks of contact tracing applications from technical and 

organizational measures perspectives and thus to provide a 

contribution to the use of privacy-preserving contact 

tracing applications within the European Economic Area 

(EEA).  

 Keywords- Privacy; General Data Protection 

Regulation; Law; Pandemic; Contact Tracing. 

I. INTRODUCTION  

 There are many samples in the history of medicine, ranging 
from AIDS to Ebola, where tracing methods were conducted to 
determine symptomatic people and, where required, employ 
isolation strategies [1]. Traditional contact tracing, where a 
public health official interviews an infected person to determine 
the places and people they met, is still in place [2]. Contact 
tracing, identifying individuals that have been in contact with an 
infected person, is a key component in tackling the spread of 
infectious illnesses [3]. The tasks conducted by contact tracing 
applications could be accumulated into 3 groups: detection of 
contact events (proximity tests), transmission, and exposure 
notification [4]. Accordingly, contact tracing applications have 
played an important role in controlling the spread of Covid in 
society. However, there are some privacy concerns among users 
about the use of these applications, which will be reviewed in 
this paper. Accordingly, the European Data Protection Board 
(EDPB) published a guideline about contact tracing applications 
[5]. Additionally, the European Commission published a 
communication about contact tracing applications [6] to 
establish certain points to consider for data controllers during 
their use of these applications in addition to the General Data 
Protection Regulation (GDPR)[7]. This idea paper briefly 
addresses the privacy concerns stemming from the use of contact 
tracing applications within the EEA and mentions the 
importance of privacy safeguards that could play an important 
role in mitigating these concerns. Accordingly, in Section 2, 
concerns and risks about contact tracing applications will be 
addressed. Subsequently, in Section 3 privacy implications of 
the applications’ architectural choice applications will be briefly 
analyzed. Finally, in Section 4, technical and organizational 

measures will be elaborated, and potential solutions will be 
evaluated. 

II. CONCERNS AND RISKS ABOUT CONTACT TRACING 

APPLICATIONS 

 The increased use of the Internet, together with rapid 
advances in technology, has changed the way in which 
information about users is gathered, stored, and exchanged was 
detailed [8]. Having said that, in order to fight with pandemic 
efficiently, individuals should trust the privacy features of the 
applications, thereby downloading these applications to their 
mobile phones. However, mobile applications possess, as seen, 
both certain advantages and ambiguous aspects [9]. 
Applications for contact tracing can be broadly divided into two 
categories [10]. In the centralized system, public institutions 
gather data on a single server, where data matching takes place 
[11]. The unique codes generated by a contact event are stored 
on each person's device in the decentralized approach instead of 
being sent to a centralized server [12]. While the centralized 
approach assumes that individual user data which could be 
leaked through the application is the most notable risk, the 
decentralized approach assumes that the compromising of all the 
user data in one location is the largest risk [13]. Therefore, it is 
plausible to say that each method is subject to a certain amount 
of risks. Generally, there are two types of privacy risks to an 
individual when we consider exposure notification applications, 
these are namely identity privacy, in which situation user 
individuals would not desire their identity to be shared without 
their affirmation) and location privacy, which response to the 
case where the individual would not desire other people may be 
able to link the various locations they visited to discover location 
history, without their consent) [14]. Hence, citizens who live in 
the community and download contact tracing applications to 
their mobile phones due to the Covid pandemic are concerned 
about being tracked by data controllers that process this personal 
data processed via the Global Positioning System (GPS). 
Tracking patients with Covid-19 and activities of contact 
persons could cause a breach of their privacy [15]. Furthermore, 
processing location data has further consequences because it 
would enable businesses to collect the data to learn about the 
movements of individuals and draw conclusions about 
preferences and habits [16]. Although contact tracing systems 
do not explicitly collect or record the true identities of individual 
users, movement profiles based on pseudonymous tracing data 
make it possible to identify a large fraction of users with a high 
probability [17].  

 In summary, although there are plenty of advantages 
generated by contact tracing applications, there are also a few 
vulnerabilities in terms of privacy aspects thereof. In the 
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following sections, this paper addresses these concerns by 
mentioning the safeguards that could be used.   

III. ARCHITECTURE OF THE APPLICATIONS AND 

PRIVACY IMPLICATIONS THEREOF 

 Processing activities with centralized or decentralized 
protocols do have several implications for data controllers and 
data subjects. There is a need to understand the logic of 
decentralized and centralized processing. To track infected 
people and alert those who have come into touch with them, the 
centralized approach entrusts a central server with user 
information [18].  In contrast, the decentralized strategy relies 
on users' phones to keep user data and alert them, in case they 
are exposed to an infectious person[19]. Either choice of 
architecture brings advantages as well as disadvantages in terms 
of privacy, as already discussed in the relevant literature. 
However, more privacy-preserving technologies are required to 
mitigate the aforementioned risks rather than centralized or 
decentralized protocol discussion. For instance, many experts 
favored Bluetooth technology to prevent any sort of location-
tracking-related risk. Similarly, the EPDB is in favor of the idea 
that the priority should be to process it without collecting 
localization data via Bluetooth [20]. These secure means of 
tracking are in line with the privacy-preserving perspective.  

IV. TECHNICAL AND ORGANISATIONAL MEASURES 

      The EDPB recommended the adoption of both centralized 

and decentralized systems, provided that adequate security 

measures are implemented [21]. This perspective brought by 

the EDPB is quite useful for grasping the significance of 

adequate security measures implemented by data controllers. 

Also, as mentioned by the Commission, in general, the degree 

of security should match the amount and sensitivity of personal 

data processed [22]. Therefore, in order to control privacy and 

data protection risks and manage ethical concerns, this 

necessitates taking into consideration and combining the most 

efficient legal, organizational, and technical safeguards, 

including cutting-edge statistical and computational measures 

[23]. Accordingly, as per the EDPB Guidance, modern 

cryptographic techniques must be used to protect the data that 

is stored on servers and in applications, communications 

between the remote server and the apps [24]. EDPB also 

mentions the requirement of mutual authentication between 

servers and applications required [25]. These measures are 

feasible, as they have already been used for different types of 

digital applications by data controllers for years. However, 

considering the evolving nature of privacy threats, in addition 

to technical and organizational measures set out under article 

32-1 of the GDPR and proposed by the EDPB, some tailor-

made options could solidify the quality of these measures. For 

instance, blockchain technology, which is an open and shared 

database, over which no single party has control, and 

transactions, which include messages exchanged when two 

devices come into close contact, are safely recorded in blocks  

[26], could be useful for digital contact tracing, as proposed by 

Klaine and colleagues. As they mentioned, due to the fact that 

blockchain does not rely on a central server, this can enable 

global access to information while simultaneously being more 

resistant to harmful attacks [27]. Hence, considering that 

blockchain is now being used in keeping health records of 

patients in preserving their overall medical history without any 

involvement of service providers [28], it is also possible to 

generate a privacy-preserving, and feasible solution by 

implementing blockchain measures for the European contact 

tracing applications.  

      More of a generic solution to mitigate other unexpected 

privacy-related threats not listed in section II, hiring subject 

matter experts specifically devoted to implementing technical 

and organizational measures and designating contractual 

safeguards with third-party suppliers or vendors within the 

scope of cyber security activities could enhance the security 

capabilities of data controllers. In particular, considering 

safeguards for third-party vendors involved in any process of 

contact tracing applications are of massive importance to 

provide oversight on activities of data processors in line with 

article 28 of the GDPR. To this end, due to it is prevalent use 

and cost-efficient nature in many other fields, standard 

contractual clauses between controller and processor 

introduced by the EU Commission [29] could be an efficient 

safeguard for stipulating the required tailor-made safeguards 

that processors must implement. By this, it would be possible 

to generate a feasible solution for the implementation of 

required technical and organizational measures by third-party 

data processors as well, in order to mitigate any potential risk 

related to the involvement of third parties.  

      Last but not least, detailed and recurring data protection 

impact assessments could be an efficient way to determine 

privacy-related risks, regardless of the architectural design of 

the applications. Privacy risks associated with data regarding 

identifiable individuals can be mitigated in great part by using 

de-identification techniques in conjunction with 

reidentification procedures [30]. In order to have more privacy-

friendly applications for any future case scenarios, all these 

safeguards should keep being implemented from a privacy-by-

design perspective. The principle of Privacy by Design supports 

the idea that privacy should be deemed as a first-class citizen in 

the technology design and ought to be intensely inserted, as 

described by Besik and Freytag [31].  

As a positive sign of compliance with these requirements, 

almost each of the data controllers in the EEA pays attention to 

these aforementioned risks and technical and organizational 

safeguards, based on their privacy policies. For instance, as a 

few samples of many successful ones, the Estonian application 

[32] properly indicates the third-party companies involved in 

the process, while at the same time and the Lithuanian 

application [33], displays the details of permissions and 

features the application requires. Likewise, the Italian 

application shared on the documentation website many 

important aspects related to the security of the application, such 

as privacy-preserving analytics, security document, and design 

information with the users [34]. 

Therefore, it is plausible to state that designing contact tracing 

applications with security and privacy considerations based on 

the potential vulnerabilities described in section II is important 

to diminishing any potential risks posed to data subjects.   

 

2Copyright (c) IARIA, 2023.     ISBN:  978-1-68558-056-8

DBKDA 2023 : The Fifteenth International Conference on Advances in Databases, Knowledge, and Data Applications

                            10 / 57



 

V. CONCLUSIONS 

         Implementation of efficient technical and organizational 

safeguards, as well as a privacy-by-design approach, are of key 

importance to the success of contact tracing applications. 

Therefore, if efficient safeguards are put in place by data 

controllers of contact tracing applications, the type of 

architecture of applications will not have a massive impact on 

the level of privacy protection by merely itself, as the main goal 

of these applications is to block the spread of the virus 

throughout society, rather than tracking people movement or 

processing an excessive amount of their personal data. 

Accordingly, as a positive sign of this perspective, almost each 

of the data controllers within the EEA acts responsibly to 

comply with the GDPR requirements and other relevant 

guidance. For the path forward, in case such tracking 

applications are required again, it is diligent to implement such 

necessary safeguards elaborated in section IV of this paper, in 

addition to the existing safeguards that are already put in place 

by data controllers, to maintain privacy-preserving technology.  
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Abstract—Creating conceptual database schemata via Entity
Relationship (ER) diagrams is a prevalent way of modeling.
However, these models are not directly compatible with the
relational model used in SQL databases. Over the decades,
various theoretic approaches for transforming ER models to
relational models have been proposed. However, this did not
lead to the creation of editors capable of such transformations.
Modern editors either have no transformation facilities, or do
not use the ER model proposed by Peter Chen but rather
provide somehow enhanced database diagrams. Thus, conceptual
schemata have to be transformed manually to technical ones,
which is time consuming and error-prone. To counteract this,
we propose a transformation from ER models to relational ones
that focuses on practical applicability and operational semantics.
Further, the approach enables the original ER model as well as
prevalent extensions. To prove the applicability of this approach
we have created a graphical editor capable of flexibly modeling
ER diagrams and automatically transforming them to relational
models.

Index Terms—Entity Relationship; ER Model; Relational
Model; Database; Editor

I. INTRODUCTION

Entity Relationship (ER) modeling is a prevalent option
for semantic data modeling primarily applied to database
schemata. This way of modeling has been used since over
40 years. It was introduced in 1976 by Peter Chen [1] and
has been the focus of active research for decades. There has
been a myriad of extensions to the model, like the ECR model
[2], the ECR+ model [3], HERM [4], or the EER model [5].
Many of these extensions offer valuable additions to the basic
ER models. Some features have been adopted but many have
also been discarded. As a result of this, basic ER modeling
became prevalent but with a high number of different flavors.
The usage of generalization concepts, cardinality constraints
or the application of the n-ary relationships as proposed by
Peter Chen differs in many applications.

However, to be usable in a relational database, ER models
have to be converted to relational models. Manually executed,
this process can be tedious and error-prone. Thus, various
approaches for standardized transformations have been pro-
posed, like [2] [6] - [12]. Most of these approaches have two
major downsides: First, they often impose certain constraints
on the ER models and second, they remain rather theoretic.
In many cases, after presenting their approach, the authors
recommended them to be used by practitioners or in auto-

mated tools. Despite having a clear formalism, a practical
implementation was never achieved, often due to the lack
of operational semantics. On the other hand, there is a high
number of editor tools for ER models, contained in drawing
tools [13] - [16], in client software of databases [17] [18], or
in modeling tools like Enterprise Architect [19]. These editors
have two main issues: Each of them uses a different subset of
ER concepts, some are even closer to a relational or even UML
class diagram editor. In addition, the transformation aspect has
been ignored almost completely. Thus, semantic data modeling
for databases usually involves first drawing an ER diagram and
then manually transforming it to database tables, which can
be a source of numerous issues.

To counteract this, we propose an approach for automat-
ically transforming ER models to relational models. As op-
posed to prior approaches we do not focus on mathematical
definitions or calculus but rather on practical applicability and
operational semantics. Thereby, our approach can be easily
applied to editors in different programming languages. To
prove this applicability we have implemented a graphical ER
editor that is capable of this automatic transformation.

The rest of this paper is organized as follows: Section II
discusses related approaches, while Section III defines the
concrete style of ER diagram that is assumed as basis for the
transformation. Section IV provides an extensive description
of the transformation approach. After that, Section V shows
a practical evaluation of the proposed approach followed by
Section VI providing a conclusion as well as future directions.

II. RELATED WORK

In this section, we cover two types of related work: Sci-
entific approaches presented for transforming ER models into
relational models and practical ER editor tools.
In the scientific community, the case of transforming ER
models has been extensively discussed over the decades. Most
proposed approaches date back to the 1980s and 1990s. As
mentioned, one big issue concerning general applicability is
the high number of different ER variants. The basic variant
proposed by Peter Chen [1] includes n-ary relationships and
weak entities but no generalization concepts. Most of the
extensions [2] - [5] to that model focused on adding structures
for generalization. Due to that, many different transformation
approaches take different variants of the ER model as basis.
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Most attention was paid to the original version of the ER
model [6] - [9] and extended ER models with generalization
structures [2] [10] - [12]. All of them have in common that
they remain rather theoretic and do not consider operational
issues [20]. Further, to the best of our knowledge, none of
these approaches lead to the development of a prevalent ER
editor tool.

The fact that most research regarding that topic was car-
ried out decades ago lets us assume, that the transformation
approaches have been adopted and are now prevalent in
ER editors. Therefore, the second part of this section deals
with contemporary ER editors. However, before investigating
the transformation capabilities, another issue has to be dealt
with: There is a high number of ER editors that do not
use the ER model as proposed by Peter Chen. Many of
them focus on simplified binary relationships. In addition,
they do not cover the most prevalent extension to Chen’s
model: generalization. Such diagrams are often nearer to a
relational database diagram than to a real ER diagram. One
category featuring such diagrams is drawing tools like Lucid
Chart [13], Draw.io [14], or Visual Paradigm [15]. Some of
them even contain concepts like stored procedures or triggers
and can thus not be considered ER editors. Furthermore,
none of them provides a transformation approach. Another
category providing such diagrams is database client software,
e.g., from PostgreSQL [17] or MySQL [18]. These editors
provide visual modeling that can be directly used as database
tables. However, the diagrams are rather close to the relational
approach and not to Chen’s model. The number of editors
covering the latter is rather limited. One with a good set of
concepts is the Enterprise Architect [19], which covers most
elements considered prevalent in ER models as of today: n-ary
relationships, generalization, and multi-valued or composite
attributes. However, there is no transformation approach in
place. Only one editor features an ER model like proposed
by Chen and also a transformation approach: ERD+ [16].
But that editor only features a rather limited set of modeling
elements. It does not support n-ary relationships and the use of
generalization is rather restrictive. In addition, the translation
of weak types is only possible on the most trivial level. This
also applies to the translation of multi-valued and composite
attributes. The combination of attribute types is not supported
at all. In summary, it can be said that the tool can only be
used for simple, not extensive ER Models.

As ER modeling stays relevant, there are also contempo-
rary approaches dealing with this model. However, most of
these approaches don’t deal with transforming ER models
to relational ones. Examples include approaches for creating
ER models from text using natural language processing [21]-
[23] or applying ER modeling for creating specific models,
e.g., for ontologies [24], Kanban systems [25] or software
structures [26]. A small number of approaches deals with the
relational transformation, but they either provide only very
basic transformations with no practical application [27] or no
novel transformations at all [28].

All in all, it can be stated that the proposed transformation

approaches did not make it into applicable tools, mostly due to
the lack of coverage of operational issues. On the other hand,
modern editors seem to focus on simplified binary variants
that are closer to relational tables than to Chen’s ER model.

III. DEFINITION OF THE ER MODEL

As described in sections I and II, there is a number of vari-
ations of ER models. However, in order to develop algorithms
for transforming the ER model to the relational model, it is
mandatory that modeling capabilities are known. Due to this,
the ER model used in this work will be defined to ensure an
unambiguous transformation.

When defining the modeling capabilities, one goal is to
provide the modeler as much freedom as possible. The ER
model defined in this paper is heavily based on the model
presented by Kemper and Eickler [29]. This model includes the
most prevalent modeling components such as entities, n-ary
relations and attributes. It also contains existence-dependent
types and covers generalization in form of IsA-Structures.
The model is additionally extended by the attribute types
”Multi-valued attribute” and ”Compound attribute” according
to Vossen [30].

An entity is the most basic ER component, covered within
this paper. It does not have a direct connection with another
entity, must have at least one identifying attribute and may be
referenced by any number of attributes.

The relation is derived analogously to the entities from the
basic principles of the ER model. Within this work, n-ary
relations are supported. Every relation must connect at least
two entity types and may be referenced by any number of
attributes. To increase the modeling capabilities, the ER model
also allows reflexive relations from one entity to itself.

The third component commonly used in ER models are
attributes. In the context of this work, a distinction is made
between three types of attributes. Regular single-valued at-
tributes, multi-valued attributes and identifying attributes. To
extend the capabilities of the model, regular and multi-valued
attributes can be referenced by further regular and multi-
valued attributes. This means that each regular and multi-
valued attribute can act as a composite of other attributes.
The attributes that form a composite are called composite
attributes. Attributes, which are part of a composite attribute
are also implicitly given the possibility to act as an composite
attribute, which allows the multiple application of composition
and multi-valuedness. With the multiple application of multi-
valuedness and composition, complex attribute structures can
be formed. These structures can form cyclic dependencies
and ambiguities between attributes when they reference each
other directly or indirectly via further attributes. Nevertheless,
it must be guaranteed that each attribute can be uniquely
assigned to exactly one entity or relationship. Each attribute
can be assigned unambiguously to one entity or relationship if
there is a direct connection or exactly one path to an entity or
relationship via further attributes. The uniqueness requirement
implies that attribute structures must have the form of trees
with the corresponding entity or relation as root.

6Copyright (c) IARIA, 2023.     ISBN:  978-1-68558-056-8

DBKDA 2023 : The Fifteenth International Conference on Advances in Databases, Knowledge, and Data Applications

                            14 / 57



The transformation presented in this paper also supports
existence-dependent types, which are also referred to as weak
types. Weak types depend on a parent type for identification.
In the ER model, this dependency is modeled by the use of
a relationship between the parent entity and the existence-
dependent entity, called a weak relation. It should be noted
that in this ER model, the parent does not have to be a strong
entity. Therefore it is possible that a parent entity is also a
weak entity, which in turn depends on another parent entity.
Due to this multiple application of existence dependence,
restrictions are required to uniquely assign a weak entity its
dependent type. These are conceptionally analogous to the
multiple application of the composition and multi-valuedness
of attributes.

The ER model and transformation also incorporates general-
ization. Overall, generalization can be divided into a number of
different types, characteristics, and constraints. In the context
of this paper, generalization in the ER model is implemented
exclusively by means of IsA structures, omitting the notation
and transfer of specific properties of generalization. IsA struc-
tures associate multiple entities with each other. Each entity
of the IsA structure acts as a subtype or supertype entity. An
IsA structure references exactly one supertype entity and any
number of subtype entities. The subtype entities of the IsA
structure inherit all attributes of the supertype entity.

When defining the rules for IsA structures, a multiple-
inheritance of the attributes of a supertype entity to a subtype
entity must be excluded. To avoid this, a restriction to tree-
structures, as with attributes, could be made but would be too
restrictive. Instead the restriction is made based on the three
following sets.

A) The ”subtype set” of an entity contains the entity itself
and all entities, which inherit from the entity.

B) The ”supertype set” of an entity includes the entity itself
and all other entities, which the entity inherits from.

C) The ”influenced type set” of an entity includes the sub-
type set and additionally for each entity in the subtype
set the supertype set.

The sets defined above on the basis of an expression of
several IsA structures are shown in Figure 1. The sets here
start from the entity highlighted in blue. The entity within the
area shown in red is part of the supertype set. The entities
within the green area shown are part of the subtype set. The
influenced type set contains all entities, which are highlighted
in purple.

If an entity is connected as a subtype of an IsA structure
the influenced type set of the entity must be disjoint with
the supertype set of the supertype of the IsA structure. In
contrast, when an entity is connected as the supertype of an
IsA structure, the influenced type set of all subtypes of the
IsA structure must be disjoint with the supertype set of the
entity.

Fig. 1. Subtype-, supertype and influenced type set

In summary, the ER model discussed in this paper is
extended by the following concepts:

• Multivalence of attributes
• Composition of attributes
• Reflexive, unary relationships
• N-ary relationships
• Existence dependency
• Generalization

IV. TRANSFORMATION

The implementable transformation of ER models is realized
in several steps, which are executed sequentially.

A) Creating a data model structure of ER diagrams
B) Transformation of attributes
C) Transformation of IsA structures
D) Transformation of weak types
E) Transformation of relationships
F) Cascading of primary keys for attributes
These steps will be explained in more detail below.

A. Structural data model of ER models

In order to execute algorithmic approaches for translating
the ER model into the relational model, a basic data model is
required on which they can operate.

Any ER diagram essentially consists of elements such as
entities, relationships, attributes, IsA structures, and associa-
tions between those elements. Therefore, the structure can be
expressed directly as a graph. Furthermore, information about
the cardinality between a relation and an entity can be stored
in the edges of the graph. In case of a IsA structure, the edges
also contain information about whether the connected node is
a supertype or subtype.

In Section III, it was explained that attributes are always
expressed in the form of trees. This makes it possible to further
restrict the graph. Since all entities and relationships can have
attributes, each of these elements acts as the root of a tree.
Each attribute in the ER model is therefore represented as a
node in the tree. The edges within the tree structure do not
hold any additional information.
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B. Transformation of attributes

The goal of this translation is to express any attribute struc-
ture by means of relations. From the previous subsection, it is
known that all attributes are held within a tree. Therefore, only
these trees have to be considered in this translation. If a tree
consisting exclusively of single-valued attributes is considered,
this can be solved trivially by creating a relation for the tree’s
root entity or relationship and adding each attribute, which is
a leaf of the tree to that relation. Algorithmically, this can
be done by traversing the tree in post-order and checking
whether the current node is a leaf. However, if a tree contains
multi-valued attributes, these cannot be added to the tree‘s root
relation as a relation expresses a fixed sized schema and multi-
valued attributes can take on any number of values. In this
case, a standalone relation must be created for that attribute
and a reference between it and the tree’s root relation has to be
created. In the case of composite attribute structures, attention
must be paid between which relations a reference is created.
It is important to note, that the referenced relation does not
necessarily have to be the tree’s root relation. As it is quite
possible that the relation of a multi-valued attribute references
a relation of another multi-valued attribute. The transformation
of composite attribute structures can be executed by creating
a relation for each attribute at the beginning. If the tree is
then traversed in post-order, and the current node represents
a multi-valued attribute a reference can be created between
the current node‘s relation and the node‘s parent relation. For
single-valued attributes, the relation can be merged with the
relation of its parent node. Within the merge, all attributes
and references of the child relation are transferred to the
relation of the parent node. This procedure can be extended
by skipping composite attributes, which consist of only one
additional multi-valued attribute.

Listing 1 shows the algorithm for translating attributes in
pseudo code. It is executed for each entity and each relation
in the ER graph. The algorithm is explained below.

Listing 1. Transformation of attributes
1 F u n c t i o n T r a n s f o r m A t t r i b u t e T r e e ( P a r e n t )
2 For Each C h i l d i n TreeNode / / E x e c u t e pos t −o r d e r
3 T r a n s f o r m A t t r i b u t e T r e e ( C h i l d )
4 End For
5 I f TreeNode i s M u l t i v a l u e d A t t r i b u t e Then
6 TreeNode . Tab le <− marked
7 End I f
8
9 I f TreeNode i s Leaf Then / / R e c u r s i o n r e s o l u t i o n

10 R e tu rn
11 End I f
12
13 For Each C h i l d i n TreeNode
14 I f C h i l d . Tab le i s marked Then
15 I f TreeNode . C h i l d r e n . S i z e = 1 Then
16 / / Handl ing o f ” f o r w a r d i n g ” a t t r i b u t e s
17 MergeTable ( TreeNode . Table , C h i l d . Tab le )
18 TreeNode . Tab le <− marked
19 E l s e
20 TreeNode . Tab le . R e f e r e n c e s . Add ( C h i l d . Tab le )
21 End I f
22 E l s e
23 MergeTable ( TreeNode . Table , C h i l d . Tab le )
24 End I f
25 End For
26 End F u n c t i o n
27

28 F u n c t i o n MergeTable ( P a r e n t T a b l e , C h i l d T a b l e )
29 P a r e n t T a b l e . Columns . AddAll ( C h i l d T a b l e . Columns )
30 P a r e n t T a b l e . R e f e r e n c e s . AddAll ( C h i l d T a b l e . R e f e r e n c e s )
31 D e l e t e C h i l d T a b l e
32 End F u n c t i o n

The initial situation of the algorithm, shown in Listing 1, is
that the ER graph has been created. In addition, a relation is
created for each attribute. As within this algorithm, relations
which correspond to a single-valued attribute are successively
unified. The relations which were created for multi-valued
attributes are preserved. For these relations only the above
mentioned references are created. In the shown algorithm the
postorder traversal takes place in the lines 2 to 4, as well as
9 to 11. For the handling of multi-valued attributes, these are
marked in each call in lines 5 to 7. This takes place before
the recursion resolution, in order to seize also multi-valued
attributes, which are leaves of the attribute tree. Otherwise,
those would not be marked and would be merged in the
following lines. In lines 13 to 25, each direct child attribute is
handled for an attribute. If it is a marked attribute, a reference
to the child attribute is created in line 20. In the special case
that the attribute has only one multi-valued attribute as a child,
lines 15 to 18 are executed and a ”skipping” takes place,
regardless of whether the current attribute is a multi-valued
or single-valued attribute. If, on the other hand, it is a single-
value attribute (line 23), the relation of the child attribute can
be resolved by merging it with the relation of the current
attribute. The merging itself is done by adding all columns
and references of the child table to the parent table (line 29
to 31).

Figure 2 illustrates this algorithmic process. The arrows
indicate, how the algorithm will process the attributes. The
cross next to the relations shows that these have been resolved.
The resolution takes place in the same call as the arrows shown
in the same color. The result is shown on the bottom right.
Note that the attribute value D consists here of many attribute
values F and one attribute value E. A direct reference between
the entity relation and the relation F could not represent this
situation. Also note that the attribute B is merged within the
algorithm. This is permissible because entity I is associated
with exactly one value for the attribute G.

Fig. 2. Transformation of complex attribute structures

To complete the translation of the attributes into the rela-
tional model, the references between the created relations must
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be mapped in the form of foreign key dependencies. For this
purpose, the remaining relations can be traversed in pre-order
and primary keys can be added to the relations. These also act
as foreign keys to the primary keys of the referenced relation.
The cascading of the foreign keys is not executed directly,
as it is only ensured that the root entity or relation contains
all primary keys due to its identifying attributes. However, as
new primary keys may be added if the entity is a weak entity
or part of an IsA structure the immediate execution could
lead to invalid references between the relations. Therefore the
execution of the cascading will take place at the end of the
whole transformation process as Step F.

C. Transformation of IsA-Structures

The transformation of IsA structures is realized by means of
foreign key dependencies between the subtypes and supertypes
of the IsA structure. It should be noted that the relations of
the entities must exist and the primary keys must be located
in them. Because of this, the transformation of the attributes
must take place before the transformation of IsA structures.
Each subtype of an IsA structure inherits all primary keys of
the supertype. In addition, these inherited primary keys refer to
the upper type as foreign keys. If entities are part of several IsA
structures, ”higher level” IsA structures have to be translated
first to ensure that entities at lower levels receive all primary
keys. To illustrate the translation order Figure 3 shows an
entity-relationship model on the left and the relational model
on the right. The red highlighted IsA structure can only be
translated after the blue and green IsA structures. The blue
one, on the other hand, only after the green one above it.

Fig. 3. Transformation order of IsA-Structures

Listing 2 shows the algorithm for transforming an IsA struc-
ture. Here, the processing order of the structures is maintained
by traversing all IsA structures up to N times, where N is the
number of IsA structures.

If the supertype of the selected IsA structure inherits from
further IsA structures, and these have not yet been translated,
the current pass is skipped (line 6 to 10). Specifically, line 6
determines all IsA structures that must already be transformed
in order to transform the current IsA structure. In Figure 3, this
corresponds to the green and blue highlighted IsA structure in
the case of the currently treated red IsA structure. Following
this, line 7 checks whether all have already been transformed.
If at least one IsA structure has not been transformed, the

current call is skipped. This also applies if the selected IsA
structure has already been translated (line 2 to 4). If the IsA
structure can be transformed in this call, the actual transfor-
mation takes place by creating the foreign key dependencies
in line 12 to 16.

Listing 2. Transformation of IsA-Structures
1 F u n c t i o n T r a n s f o r m I s A S t r u c t u r e ( I s A S t r u c t )
2 I f I s A S t r u c t i s t r a n s f o r m e d Then
3 Re tu rn
4 End I f
5
6 UpperLayer I sAs <− G e t I n h e r i t e d I s A s ( I s A S t r u c t . SuperType )
7 UnhandledUpperLayer I sAs <− UpperLayer I sAs ! t r a n s f o r m e d
8 I f UnhandledUpperLayer I sAs n o t empty Then
9 Re tu rn

10 End I f
11
12 For Each SubType i n I s A S t r u c t . S u b t y p e s
13 For Each PrimaryKey i n SuperType
14 AddForeignKeyAsPrimaryKey ( Supe r type , Sub type )
15 End For
16 End For
17 I s A S t r u c t <− i s T r a n s f o r m e d
18 End F u n c t i o n

D. Transformation of weak types

For the translation of weak types to the relational model,
it is a prerequisite that relations exist for all entities and
relationships and that all attributes are already contained in
them. Therefore, the transformation of attributes and IsA
structures must be performed beforehand. IsA structures must
be translated before, since a strong entity, on which a weak
entity depends, can receive further primary keys during the
translation of IsA-Structures.

Equivalent to the transformation of IsA-Structures, the
translation order has to be considered. The translation has
to start from weak entities, which have a connection to a
strong entity or an already translated weak entity by means
of a weak relationship. The relation of the weak relationship
always has to be merged with the relation of the dependent
entity. During the translation, the relation of the entity to be
translated keeps a reference to the strong or already translated
entity. This reference can then be used to create the foreign
key dependencies.

The translation process of an ER diagram is shown in
Figure 4. The figure starts immediately after the execution
of the algorithms for the translation of attributes and IsA
structures. The first rectangle shows an example ER model,
which is transformed over a series of steps. The second step
is the starting point of the algorithm, where all elements
occur as a relation, conditioned by the previously executed
attribute algorithm. The green highlighted elements represent
the weak relationships in the ER model, which are required to
be transformed. According to the mentioned translation order,
the elements to be translated are determined and transformed
in each step. In Figure 4, the blue elements are translated first,
followed by the red elements.

Algorithmically, the merging of relations and reference
creation from Figure 4 is shown in Listing 3. The compliance
with the order is done, analogous to the translation of IsA
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Fig. 4. Transformation of weak types

structures, by checking all weak entities up to N times, where
N equals the number of weak entities in the graph.

Listing 3. Transformation of weak types
1 F u n c t i o n Trans fo rmWeakEnt i ty ( WeakEnt )
2 I f WeakEnt i s t r a n s f o r m e d Then
3 R e tu rn
4 End I f
5
6 WeakRe la t ions <− GetConnec tedWeakRe la t ions ( WeakEnt )
7 For Each WeakRel i n WeakRe la t ions
8
9 O t h e r E n t <− G e t O t h e r E n t i t y ( WeakEnt , WeakRel )

10 I f O t h e r E n t i s no S t r o n g E n t i t y o r
11 i s n o t t r a n s f o r m e d WeakEnt i ty Then
12 C on t i n u e
13 End I f
14 WeakEnt . Trans fo rmed <− t r u e
15 WeakEnt . R e f e r e n c e s . Add ( O t h e r E n t i t y )
16 MergeTables ( WeakEnt , WeakRel )
17 R e tu rn
18 End For
19 End F u n c t i o n

In contrast to the IsA structure algorithm, the transformation
algorithm resolves all connected weak relationships (line 6)
and immediately tries to transform them (line 7 to 18). If weak
relationships are connected to a strong entity or an already
transformed weak entity (line 9 to 13), the current weak entity
can determine its existence-dependent type and therefore can
be transformed (line 15 to 16).

Note, that the cardinalities of the weak relationship are not
to be considered for the basic transformation, since these can
only be 1:1 and N:1 towards the identifying type. The given
algorithm realizes both functionalities by means of a foreign
key dependency.

E. Transformation of relationships

Transformation of regular relationships requires prior execu-
tion of all previous algorithms, since all relations for entities,
weak types and relationships require to have the complete
primary keys.

Generally, there are three cases to consider when translating.
If a relationship connects two entities and the cardinality is

N:M, the primary keys of the two entities are added to the
relation of the relationship. These then reference the primary
keys of the entity relations as foreign keys. The translation

of N-ary relations is done regardless of their cardinality. The
transformation of these is analogous to the translation of binary
N:M relations. In this case, the relation of the relationship
receives the primary keys of all connected entities. Each of this
primary keys refers to the primary key of the corresponding
entity in the form of a foreign key.

If the cardinality of the relationship is 1:N, the relationship
is resolved by merging the relation of the relationship with
the entities relation on the N side. In addition, this merged
relation receives all primary keys of the opposite entity as
normal attributes. These act as foreign keys on the opposite
entity. In the third case, the relationship cardinality is 1:1. The
translation is to be performed analogously to 1:N relationships,
and the entity that receives the foreign keys and relation
attributes must be specified for this purpose. Since this work,
the Min-Max notation is used, the optionality has to be
considered to avoid zero values. If one of the cardinalities
describes an optionality, the attributes of the relationship and
foreign keys are added to the entity on the other side. If both
or none of the cardinalities describe an optionality, then the
optionality is arbitrary.

Fig. 5. Transformation of relationships

Figure 5 shows the above cases. On the left side is the
ER model. On the right side is the relational model resulting
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from the translation of the ER model. The first box in Figure
5 shows the transformation of N:M relationships, while the
second displays a 1:N transformation. The last one shows the
transformation of an optional 1:1 relationship.

V. EVALUATION

Since the main focus of this paper is on practical appli-
cation, also a practical evaluation process was chosen. To
evaluate the algorithms given in this work a web application
has been developed and put into operation, which implements
all algorithms presented in this work. The application also
contains a graphical editor.

Within the editor the user is able to create extensive and
complex ER models, which are only restricted by a few limit-
ing rules, required to allow an unambiguous logical assignment
of the ER components. Based on the user-generated diagram,
the presented algorithms are used to transform the diagram
into a relational model without further user intervention.

To enforce correctly modeled ER diagrams, a validation
process was implemented. This validation mechanism is de-
signed in a user-friendly and proactive manner to ensure that
a user is able to model fast and easy. Therefore, the validation
offers maximum flexibility by only restricting actions which
would necessarily lead to a violation of a rule and therefore
lead into an mandatory reverse action. Utilizing the presented
algorithms and the validation procedure, the graphical editor
is able to translate any model that can be modeled with it into
the relational model. Furthermore, the editor visually presents
the created relational model to the user.

To increase the practical applicability, an SQL generator was
implemented within the application, which works on the basis
of the generated relational model and generates SQL schema
definitions. The generated SQL is in PostgreSQL dialect.

The graphical editor is shown in Figure 6. At first, a left
side bar can be seen. Elements on this bar can be dragged
into the drawing area to the right to create new elements. The
use of drag & drop is intended to make it possible to create
elements quickly and intuitively. The drawing area itself can
be expanded endlessly to the right and bottom. If an element
is selected, a side bar becomes visible on the right side, which
provides additional options. These are, for example, assigning
a name, deleting the element or creating a link to another
element. In the case of Figure 6, a relation was selected which
further enables the option to add new associations or edit the
cardinalities to existing entities.

To further enhance the practical applicability, a save and
load function has been implemented. Using this functionality
by clicking buttons on the right top of the editor, a model can
be saved in the form of a text file and at any time be loaded into
the editor. By using the button at the center bottom the model
can be transformed into the relational model, which will be,
without the need of any further user interaction, transformed
by the implemented algorithms and visually presented to the
user. Furthermore, it is possible to freely switch between the
conceptual and relational view using the tab bar in the upper
left. In order to generate SQL code from the relational model,

data types can be entered in the columns of the relational
model.

By means of these results, it is shown that the given
algorithms are implementable and are capable of performing
a transformation of ER models into relational models. We
have also conducted a preliminary evaluation regarding the
correctness of the transformation by testing the editor with a
predefined set of ER models containing different combinations
of modeling elements. The evaluation was successful as the
editor correctly transformed all supported concepts. A more
comprehensive evaluation will be part of our future work. To
enable a broader evaluation and application of the editor, we
made it available open source [31].

VI. CONCLUSION

Despite its age, ER modeling is still the most prevalent way
of creating conceptual data base schemata. Since its advent
in the 1970s, various extensions have been proposed. Due
to this, many different flavors are currently used in modern
editors. To be applicable as technical database schema, the
ER models have to be transformed into relational models. This
can be a complicated and error-prone task. Therefore, various
standardized transformation approaches have been proposed
over the decades. However, these approaches remained rather
theoretic and did not include operational semantics. Thus, no
tool support was established utilizing them and the transfor-
mation process remained manually to a large extend.

Despite this issue, modeling support for ER models was
achieved. To date, a high number of editors is available in
different flavors. There are diagram tools offering ER diagram
creation, database clients with ER schema creation options,
or other editors like UML editors incorporating database
modeling. While some of them only provide diagrams, others
enable the direct application to relational databases. However,
there is still no practical automated transformation of ER
diagrams to relational ones. Editors offering this do not enable
the modeling of real ER diagrams but rather enhanced DB
diagrams or omit important prevalent concepts like n-ary
relationships or generalization.

To tackle this issue, we proposed an approach for trans-
forming ER models to relational ones with a strong focus on
applicability and operational issues. The ER model incorpo-
rates the most prevalent and necessary concepts [29] as n-
ary relationships, multi-valued and composite attributes, or
generalization. All of these can be correctly transformed in
any meaningful combination enabling great flexibility for the
input models.

To prove the applicability of the proposed approach, we
have implemented a graphical ER editor capable of creating
diagrams containing all mentioned concepts as well as a an
automated transformation to relational models. As practical
applicability was our focus, we also added a validation mech-
anism to the editor that guarantees the creation of correct and
transformable ER models while providing the user as much
flexibility as possible and a good user experience. All in all
we have shown a transformation approach that can easily
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Fig. 6. ER Modeling Tool

be implemented in editors. This can aid future conceptual
database modeling, spare time, and reduce errors resulting
from manual transformation.

Our future work will focus on promoting the transformation
approach and the editor. At first we will carry out studies
investigating the correctness of the approach and the usability
of the editor. Further, we will add additional features to both of
them. This includes additional and optional concepts to the ER
models, like composition structures as well as other diagram
types and transformations.
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Abstract—In this paper, the dominant factor for sustainable 

growth in football teams is described. Using the data of Japan-

League teams, we conducted machine learning based regression 

and its interpretation by Shapley values revealed the Academy 

development was significant. In the financially large-scaled 

strongest teams, the Academy development is important to 

sustain the high scores/ranking. In small or medium sized teams, 

Academy development is another approach for growth to the 

upper league under limited budget. To measure the Academy 

development level, Matsuhashi’s Measure based on Shapley 

values is proposed and it is proven that Matsuhashi’s Measure 

has the highest correlation with the top strongest teams’ 

winning points. 

Keywords-football; academy training; Shapley values; SHAP; 

effective growing; Matsuhashi’s Measure. 

I.  INTRODUCTION 

This study is a regression-based corporate evaluation 
analysis, and the subject of the analysis is football teams in the 
Japan-League (hereafter J-League), which will soon celebrate 
its 30th anniversary since 1993. The main evaluation indicator 
for football clubs is how effectively they perform under a 
limited budget. This is a common goal to every professional 
sports organization.  

Investing a large amount of money for a high performance 
is a straightforward and instant approach. The first objective 
of this paper, however, is to explore another approach by 
which a small/medium sized team can effectively grow with a 
limited budget. The first author, Matsuhashi, has been 
interested in data analysis of the J.-League for many years. He 
has found some cases in which utilizing young players from 
the academy were important to the league performance for the 
teams. These clubs had small budgets in early years. However, 
owing to the results of such young players, the club increased 
its ranking, promoted to J1 League, and gradually expanded 
its scale. Then, in order to measure the Academy development 
level, Matsuhashi’s Measure was defined in our previous 
work [1].  

The second objective of the paper is to explore 
sustainability of the already large-scaled teams. In general, it 
is difficult to maintain high-performance in a company. In J-
League, it is difficult for the strongest teams to keep the top 
positions. The paper showed that one of the driving forces is 
Academy development. In the paper, we will prove that 

Matsuhashi’s Measure is useful to measure the large-scaled 
football team’s sustainability.  

We use machine learning regression analysis and Shapley 
values for interpretation of the result. The next section 
describes the data we used. Section 3 describes the analysis 
method using Shapley values. Section 4 explains 
Matsuhashi’s Measure (MM) and shows the high correlation 
between the MM values and sustained high performance large 
teams. In Section 5, discussion concerning Matsuhashi’s 
Measure is conducted. Finally, we conclude this paper. 

 

 
Figure 1. 10-year average operating revenues and total assets 
of the J-League clubs through 2021.  

 

II. DATA AND METHOD 

In this section, we explain the data used and the regression 
analysis method. 

The cost of strengthening a professional soccer team is 
enormous in every country. The dominant part of the cost is 
the personnel cost for star players, but there is a disparity in 
financial scale of teams. Figure 1 shows a scatterplot between 
10-year average operating revenues and total assets of the 
clubs from J-League. J1 is the top category, followed by J2 
and J3. As shown in Figure 1, there is the tendency that the 
larger financial sized team, the higher ranking it has.  

On the other hand, however, some medium-sized teams 
belong to J1. We found that they are committed to Academy 
development. Therefore, the following hypotheses were 
formulated for the growth pattern of small and medium-sized 
clubs. 
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Hypothesis: Smaller clubs with smaller budgets can 
take an approach to achieve higher performance by 
training young players in Academies. 

We will conduct analysis to find such clubs. The analysis 
method is regression. The target variable is the annual ranking 
in the league converted into a score of 100 points, with 100 
being the highest. As for the choice of explanatory variables, 
we examined the correlation coefficients among the 
managerial variables and found that many of them had 
multicollinearity, so we finally selected the following two 
explanatory variables. 

 
Explanatory variables 
(1) Salary costs: Personnel costs for the year. 
(2) Academy operating costs: Total costs for the seven 

years prior to the target year (2021). 
 

The impact of (1) salary costs’ increase is instant but short. 
In contrast, (2) academy operation costs take long time until 
the effects appear. To see the effect, we use 7-year total cost 
of Academy operations. For example, when analyzing the 
2021 season, the target value is the ranking scores in 2021and 
the salary cost data in 2021 are used. Concerning Academy 
operating costs, data from 2014 to 2020 are used. Data were 
taken from the site of J-League official [2]. This is about the 
financial data written in English, which includes all clubs 
belonging to J-League.  

The regression analysis method was the XGBoost 
algorithm by scikit-learn package [3] [4]. Its GitHub site [5] 
has more information on the algorithm. Explanatory 
variables are, in advance, standardized for each variable 
shown in Figure 2. 

 

Figure 2. Resultant regression model with standardized salary 
and academy values and the ranking score as the target. 

 
In Figure 2, the observation data represented by red points 

are plotted in a three-dimensional regression model f(X). The 
warm colours such as brown correspond to higher target 
values.  

In general, the more the salary and Academy operating 
costs, the higher the rank score. However, there are some 

exceptional medium-sized teams which have high rank scores 
even though their financial resources are limited. The teams 
will be later described in Section 4. 

III. SHAPLEY VALUE 

In this section, Shapley and SHAP values that we used are 
explained. 

Shapley values are solutions in a game theory by multiple 
players [6-8] [9]. If n players work together, the profit (for 
example, 900 EURO) is divided to them. Then how they 
should divide the profit? How much is the individual player’s 
contribution? Shapley found the unique solution of this 
question.   

The main concept of Shapley values is characteristic 
function 𝜈(𝑋): 

ν ∶ 2n → 𝑅  
where n is the number of players and R means the profit by 
the subset of players. For example, there are three players A, 
B, and C. If A and B work together, the profit is 600 EURO. 
If C works together with A and B, then the profit becomes 900 
EURO. The characteristic function defines the profit 
corresponding to any subset of players.  

If n is 3, then the number of subsets is 2 x 2 x 2 = 8. In a 
real world (not in a theoretical world), it is too difficult to 
define the characteristic function. However, if such a 
characteristic function is given or can be found, each player’s 
profit can be calculated using the following formula: 

 
 
 

 

where 𝜙𝑖 is the Shapley value for player i, F is a set of players, 
and S is a subset of F which does not include i-th player, 𝑆 ⊆
𝐹 ∖ {𝑖}.  
     |𝐹|!  is the permutations of the number of F. The term 
[𝜈(𝑥𝑆∪{𝑖}) − 𝜈(𝑥𝑆)] is player i’s marginal contribution to the 
profit by S; the function 𝜈 is evaluated with the input of the 
player set (𝑥𝑆∪{𝑖})  and then the function 𝜈 is evaluated with 
the input of the player set (𝑥𝑆). The difference [𝜈(𝑥𝑆∪{𝑖}) −
𝜈(𝑥𝑆)] is the key part of the Shapley formula.  

The term |𝑆|!  (|𝐹| − |𝑆| − 1)! /|𝐹|!   expresses the 
appearance possibility of 𝑥𝑆∪{𝑖} . First S exists and then 
player i comes, and finally the left members of which 
number is (|𝐹| − |𝑆| − 1) attend. Equality of appearance 
possibility is supposed here. 

Finally, the sum of weighted differences is calculated 
that becomes the player i’s profit. The easy explanation of 
the formula was described by Roth in [8].   

Lundberg et al. modified the original Shapley value, so 
that we can use Shapley values in the machine learning 
regression analysis [10] [11] [12]. The customized Shapley 
value is called SHAP values. The differences are as follows: 

(1) SHAP is defined for each explanatory variable i, 
instead of player i. 

(2) Each data has its own characteristic function. 
(3) The characteristic function is calculated using the 

regression prediction model  𝑓(𝑋) 
 

𝜙𝑖 = ∑
|𝑆|! (|𝐹| − |𝑆| − 1)!

|𝐹|!
[𝜈(𝑥𝑆∪{𝑖}) − 𝜈(𝑥𝑆)]

𝑆⊆𝐹∖{𝑖}
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In this case of this paper, each football team has its 
characteristic function which is calculated using the 
regression prediction model  𝑓(𝑋). The regression model is 
visually shown in Figure 2.  The vertical axis means the 
predicted target values. 

Using the resultant regression model 𝑓(𝑋), an individual 
team’s characteristic function 𝜈𝑡𝑒𝑎𝑚(𝑋)  is calculated. 
Function 𝝂𝒕𝒆𝒂𝒎(𝑿)  predicts the team’s target value for 
any subset of explanatory variables. The characteristic 
function for each team reflects the team’s behavioral 
characteristics.  

If there is a missing value among the predictors, the value 
of f(X) cannot be calculated. Lundberg’s idea is to input the 
average value of the predictor variable for the missing 
parameter [10]. By this idea, they could solve the problem that 
the characteristic function could not be defined in a real world.  
In Operational Management field, the concept of an industry 
average value is very important. In industry analysis, we 
firstly investigate whether a particular company's value is 
above or below the industry average. We think that this 
solution is reasonable from the industry analysis viewpoint as 
well. 

In this paper, we express each predictor’s SHAP value as 
“predictor_SHAP” such as Academy_SHAP. 

 

 
Figure 3. Target deviation values are divided to 2 SHAP 
values. 

 
The resultant two SHAP values per team are visually 

illustrated in Figure 3. The x axis shows the 34 football teams. 
The y axis shows the deviation of target value which is its 
target value minus the average. The total SHAP values per 
team approximately becomes the deviation (see Figure 3). 

Theoretically, the sum of SHAP values per data becomes 
equal to the target deviation of the data. However, if the fitting 
level of f(X) is low, the SHAP total is not equal to the deviation. 

In the lower bar chart in Figure 3, it is found that 
Salary_SHAP is much greater than Academy_SHAP. This 
means that in many teams the dominant factor of the target 
(ranking score) value is the salary expenses. However, some 
teams have significantly large Academy_SHAP. The ranking 
top team (see the right-end bar) has large Academy_SHAP, 
compared to others. In the next section, we shall evaluate the 
effect.   

In a machine-learning based regression analysis, SHAP 
values are widely used for in various fields [13, 14]. 
Concerning football players, there are many researches using 
Shapley/SHAP values.  

Sizov et al. use Shapley values to determine the salary 
prices or values of football players [15]. Hiller uses Shapley 
values to determine the performance/importance of players in 
each team of the Bundesliga in the season 2012/2013 [16]. 
Buzzacchi1 et al. use Shapley values to evaluate ranking of 
football managers in the Italian Serie A [17]. Marc Garnica-
Caparrós uses SHAP values to understand gender differences 
in professional European football [18]. For example, it says 
that a high number of ground duels increases the probability 
of the model classifying a female player. 

Although there are many researches by SHAP-based 
approach in the football field, as above mentioned, the target 
is the players’ performance or managers’ skills. As far as we 
know, there are no football team’s management strategy 
evaluation by the SHAP approach. Our research is the first 
football teams’ managerial structure evaluation by SHAP 
values. 

In other fields except football, managerial researches by 
using SHAP values exist, as industry analysis [19][20] [21]-
[23] [24]. 

 

IV. ACADEMY DEVELOPMENT LEBEL MEASUREMENT 

In this section, we propose a measurement of academy 
training achievement level using the SHAP values described 
in the previous section. 

First, we consider meanings of the Academy_SHAP value. 
Even if the Academy's operating expenses are large, if the 
Academy does not generate results, the ranking score does not 
increase and the Academy_SHAP value does not increase. In 
addition, even if players from the academy play more games, 
they do not always play important roles to obtain points of 
victory. Just Academy_SHAP is not sufficient to express the 
Academy development level, because there may be other 
hidden factors that contribute to the improvement in the 
ranking. In general, it is difficult to find causal relationships 
in policy and strategy evaluation [25]. 

To solve the problem, Matsuhashi defined the 
measurement for Academy development levels, based on the 
SHAP values. A new concept titled "percentage of 
Academy graduates’ participant ratio" is introduced. This 
is the ratio of the number of appearances by players from the 
Academy to the number of league games available in a season 
(For example, for J1 in 2019, 34 games x 14 players). The 
calculation of the percentage of Academy graduates’ 
participant ratio is defined as A/B where 

15Copyright (c) IARIA, 2023.     ISBN:  978-1-68558-056-8

DBKDA 2023 : The Fifteenth International Conference on Advances in Databases, Knowledge, and Data Applications

                            23 / 57



➢ A: Total number of games from 2019 to 2021 played 

by Academy graduate players since 2011. 

➢ B: The number of available slots for the three-year 

period from 2019 to 2021.  
 

Matsuhashi's Measure = (Percentage of Academy 
graduates’ participant ratio) x (Academy_SHAP value). 

 

Next, we evaluate the performance of the measure. 

 

 
 

Figure 4. Relation between Matsuhashi’s Measure and the 

average winning points with the correlation coefficient 0.94. 

 

 
In Figure 4, the operating revenues top 6 teams in J-

League are selected and the data are plotted. The x-axis shows 
Matsuhashi’s Measure and the y-axis shows the average 
winning points from 2019 to 2021. These highest operating 
revenue teams are likely to be strongest ones as shown in 
Figure 1. The correlation coefficient of the relationship is 0.94 
(see Figure 4). This high correlation value indicates that 
the Matsuhashi’s measure is highly correlated with the 
ranking score in the top group.  

The reason why the 3-year average winning points are 
used is that we would like to investigate the performance in 
the sustained period. From the relationship, we can say that 
one of elements for maintaining strong teams is an 
excellent academy development base, and that 
Matsuhashi’s Measure could measure the Academy 
development level with high accuracy.  

Reversely, what is the feature of the highest Matsuhashi’s 
Measure team? In Table 1, the top 11 teams with the highest 
Matsuhashi’s Measure values for three years through 2021 are 
listed. The names in yellow indicates a small or medium sized 
teams.  In the scale-based clustering in Figure 1, these 11 
teams are belonging to green or red clusters. 

In the previous work, Matsuhashi described the followings 
[1]:  Although the ordinary strategy is to improve the ranking 
by increasing the financial investment, there were some 
medium-sized clubs that achieve high performance by 
investing in the Academy operation expenses. The 
Matsuhashi's Measure was effective in identifying these 
growing medium-sized clubs. 

TABLE 1. TEAMS WITH HIGHEST MATSUHASHI’S 

MEASURE VALUES. 

 
 

Using the resultant regression model, the highest 
Matsuhashi’s Measure 11 teams are marked in the regression 
model (see Figure 5 and 6). The blue arrow marks depict the 
J1_1 to J1_3 which are the large-scaled teams in J1. The 
number of medium-sized teams in Table 1 is 8. These clubs  
have potential to be in a transition state to the large-scaled 
teams. Among them, the higher 5 teams are marked in the 
large circle, and the other lower 3 teams are marked in the 
small circle in Figure 5. The teams in the large circle can be 
identified growing medium-sized teams which produce high 
ranking scores.  
 
 
 
 

 
 
Figure 5. Highest Matsuhashi’s Measure 11 teams on the 
regression model.  

Name
Matsuhashi's

Measure ('19-'21)

S 2.074

J1_1 1.540

Y 0.842

O 0.677

T 0.323

Se 0.283

J1_2 0.091

J1_3 0.088

K 0.088

To 0.018

M 0.005
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The closer look of the transition-state teams is shown in 
Figure 6. The 5 teams in the large circle have higher ranking 
score (target) values, compared with the teams in the small 
circle. Especially the team “S” with the highest Matsuhashi’s 
Measure has the highest target value. The medium-sized 
teams could be divided to the upper 5 teams and the lower 3 
teams by target values as well as by the Matsihashi's Measure.  

Figure 6. A closer look at highest Matsuhashi’s Measure 
teams on the regression model.  
 

V. DISCUSSION 

In this section, the reliability of Matsuhashi’s Measure 
(hereafter MM) will be discussed. 

From the previous section result, it was found that the 
highest MM teams include  

(1) the strongest three teams in 2021 which are large-
scaled (J1_1 to J1_3), and 

(2) effectively growing teams in 2021 which are medium-
scaled. 

When we compare MM values of J1_1 through J1_3, the 
strongest J1_1 team’s MM is larger by approximately 17 times 
(divide 1.54 by 0.091). One of driving forces of J1_1’s 
strength may be the Academy development level. Among the 
large-scaled teams, the high correlation 0.94 is found between 
MM values and the average winning points (see Figure 4). 
Among the large-scaled teams, Academy development level 
is important for the sustainability of the high performance and 
the level may be measured by MM.  
     Among medium-sized teams, there is high correlation 
between MM values and the target ranking scores (see Table 
1 and Figure 6). For a medium-sized team, driving forces for 
growing is the Academy development level and the level may 
be measured by Matsuhashi’s Measure, 

This study focuses on the relationship between academy 
development and annual ranking. The relationship represented 

by Matsuhashi's Measure may just a correlation and may not 
be a causal relationship. More analyses are necessary to prove 
the causal relationship [25]. This is our future research theme. 
At this stage, we can say that academy development is one of 
dominant factors to maintain its high performance for large-
scaled teams and one of the effective approaches as a growth 
pattern for small and medium-sized teams.  

 

VI. CONCLUSION 

In this paper, we conducted a regression analysis of J-
League results and analyzed the results using Shapley values, 
or more precisely, SHAP values. The novelty of the method is 
that the SHAP value is used to evaluate the contribution of the 
individual explanatory variables to the target value, taking 
into account the structural characteristics of individual 
football teams.  

Based on the SHAP of Academy costs, the Academy 
development achievement measure named Matsuhashi’s 
Measure is defined as (Percentage of Academy graduates’ 
participant ratio) x (academy_SHAP value). 

Among the large-scaled 6 teams, the correlation between 
Matsuhashi’s Measure values and average winning points was 
0.94 which is very high. For the large-scaled teams, Academic 
development may be one of their sustainability factors. Then 
Matsuhashi’s Measure may measure the stability levels.  

On the other hand, for medium-sized teams, Academy 
development gives another approach for growing. In such 
transition state teams with highest Matsuhashi’s Measure 
values, common feature can be found that they generate high 
performance effectively under the limited budgets. We can 
identify these teams’ positions visually on the regression 
model. These medium-sized teams have improved their scores 
by increasing the level of academy development achievement. 
This fact gives hope to smaller teams.  

In conclusion, Academy development gives stability of 
high ranking to large and strongest teams and for the medium-
sized teams, sustainable growth. In the paper, to measure the 
Academy development level, Matsuhashi’s Measure can be 
used with high accuracy.   

Lastly, we shall describe the novelty of this analysis 
method.  As company performance analysts, our interests 
exist on finding another approach to growth or success other 
than large investment. Observing the regression model, we 
may identify medium-sized but high-performance companies. 
Investigating the managerial states of these companies in the 
transition state, we would be able to find another approach 
strategy specific to the industry field. In the paper, the target 
industry field was the football team management. Then the 
recommended strategy was Academy training which was 
effective for sustained growth.  

We shall continue to clarify the cause and result relation 
for high performance in football team strategies. 
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Abstract—This study combines Google Cloud Platform (GCP), 

Google Assistant, Firebase and MongoDB for data streaming 

and storage through smart bracelets, smart amulets (9-axis 

IMU), and smart speakers (Google Home Next Mini), and the 

collected data changes are displayed on the webpage 

immediately to form a home care internet of things system for 

the elderly. The experiment visited five groups of families for 

actual testing, with ten people experimenting for one week, all 

wearing the smart bracelet and the smart amulet at the same 

time. The bracelets and amulets were transmitted by Bluetooth 

broadcasting, and received various physiological information 

and posture changes through the peripheral devices, which were 

stored in Firestore (Firebase's no-SQL) and MongoDB and 

analyzed by Cloud Function to provide relevant 

recommendations based on the elderly's body information. 
Finally, the results of the analysis and recommendations are 

broadcasted by smart speakers to improve the bad habits of 

daily life. Lightweight and inexpensive wearable devices will 

reduce the discomfort caused by wearing many sensors in the 

past, and at the same time will reduce the cost of setting up a 

home care Internet of Things system, which will assist the 

elderly in the field of home care by creating a long-term 

automated care system, giving a major boost to the issue of 

elderly care in an aging society. 

Keywords-IoT; Smart Healthcare; Data flow; Big Data 

Analysis;  Cloud Services; 

I.  INTRODUCTION  

Many care systems collect various physiological 
information and activity status of the user through many 
wireless technologies and sensors [1] and receive this 
information through peripheral devices or mobile applications 
so that the user can confirm the current physiological status [2] 
[3], thus forming a simple care system. In addition, there are 
also many studies that use a large number of sensors to collect 
large amounts of data for machine learning analysis of sleep 
and behavior of the elderly, aiming to confirm detailed sleep 
status and rhythm of the elderly [4], etc. Sampling of frailty 
gait and fall patterns, or deep learning or visual analysis 
training through open-source datasets provided by medical 
institutions [5], predicts or confirms the occurrence of 
diseases. 

Although the aforementioned studies have employed a 
wealth of research methods and techniques to perform 
different aspects of analysis, they have unfortunately not been 

successfully applied to real-world situations. The extensive 
use of sensors causes user reactions and inconvenience, as 
well as tension; it does not maximize the value of the 
quantified data and causes a decrease in willingness to use. 
These problems make the system less intelligent and 
personalized. 

Therefore, this study only requires the wearing of the 
smart bracelet and the smart amulet to improve the discomfort 
and rebound caused by excessive wearing of sensors in the 
past. The physiological data from the smart bracelet analyzed 
the daily physiological status of the subject, and the data from 
the smart amulet analyzed the walking stability. Several 
studies in the past found that the duration of TUG was closely 
related to moderate and severe Parkinson's disease [6]. The 
duration of TUG can be used to determine whether there is a 
risk of falling. Finally, the analyzed results were 
communicated to the subjects through the smart speaker 
(Google Home Nest mini) as an information disseminator and 
appropriate suggestions were given. 

In Section 2, the experimental system architecture is 
introduced, using Raspberry Pi combined with smart bracelets 
and smart amulets with cloud platform services to form an 
Internet of Things, collecting subjects' physiological data, 
activity posture and movement status in a lightweight way to 
establish a daily physiological model. In Section 3, the actual 
wearing of the smart bracelet and the smart amulet will be 
carried out for daily physiological status and posture 
monitoring experiment, and the data will be collected and the 
subjects will be judged by the "Timed Up and Go Test (TUG) 
evaluation standard" to determine whether they have 
weakness symptoms. In Section 4, the data collected from the 
smart bracelet and the smart amulet are analyzed and the 
conclusions of this paper and the future directions of 
optimization are summarized.  

II. SYSTEM ARCHITECTURE 

The Bluetooth devices used in this study are shown in 
Table 1. A complete care system is constructed by lightweight 
and inexpensive devices. The smart bracelet and smart amulet 
are the only devices that need to be worn. The rest of the 
devices are fixed and placed to solve the problem of wearing 
too many sensors while ensuring high accuracy of data. 

The smart bracelet can detect the subject's heart rate, blood 
pressure, body temperature, step count, walking mileage, 
calories and other daily physiological data; the smart amulet 
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can collect the subject's posture, movement changes, indoor 
positioning and other data. Since the development of smart 
bracelets in the market has been quite complete and the types 
of physiological data measured are quite comprehensive, 
considering the generality of the future experimental process, 
we designed the smart amulet to receive data from the 
broadcast package of commercially available smart bracelets. 
At the same time, because the smart bracelet function is well 
developed, we choose not to include the smart bracelet 
function when developing the smart amulet. 

TABLE I.  DEVICES USED IN IOT CARE SYSTEMS 

Device Function Advantage 

Smart Bracelet 

Blood pressure, Step, 

Mileage, Temperature, 

Heart rate and Calorie 

with bracelet 

protocol, Cheap 

Smart Amulet 

(9-axis IMU) 

Attitude, Motion, Height 

monitoring, Fall 

monitoring, Emergency 

alert and indoor 

positioning 

With 9-axis sensor, 

accurate 

identification 

Smart Speaker 

(Google Home 

Nest Mini) 

Notifications, 

Conversations, Sentence 

Collection and Care 

Google has a series 

of services and 

functions 

Beacon Indoor positioning 
Accurate 

positioning function 

Edge Device 

(Raspberry Pi 4B) 

Collect Bluetooth device 

data and store in database 

Speed up data 

processing and 

response time 

 
This study is a combination of cloud platform and Internet 

of Things application, as shown in Figure 1. The data is 
received from the smart amulet, merged and sent to the edge 
device, and the edge device sends the data to the cloud 
database (firestore) of Google cloud platform (GCP) for 
storage via MQTT, and stored in the local database 
(MongoDB). The data stored in firestore is classified, 
organized and analyzed by the cloud function provided by 
GCP, and the data analysis results are displayed on the web 
page in real time so that the subjects can view the current 
physiological data; the data in the local database is used as a 
data set for future training of the machine learning classifier 
to maximize the value of the data. The analyzed results are 
actively pushed through the smart speaker using the data 
stream integration function of the cloud platform. 

 

Figure 1.  IoT System Architecture Diagram. 

In order to realize the function of active push message 

by speaker, this study uses the triggering function of Cloud 

Functions and Cloud Pub/Sub to realize it, the data change 

triggers Cloud Functions through HTTP, Cloud Pub/Sub 

sends the object to the corresponding topic, the program in 

Raspberry Pi will subscribe to the same topic, through 

Google Text to Speech API receives and processes the text 

content in the object, converts the text content into voice 
messages, and finally pushes the voice messages actively 

through Google Speaker, as shown in Figure 2. 

When the smart amulet detects that the subject is in an 

emergency situation, it allows the speaker to make an 

emergency broadcast through the data stream. Since the smart 

speaker is placed in the subject's home, the microphone radio 

system will only be turned on when the smart speaker hears 

the wake-up call, taking into account the subject's privacy 

concerns. In the absence of a wake-up call, the subject's 

privacy is protected. 

 

Figure 2.  Flowchart of active broadcasting by speakers 

III. METHOD 

In this section, we describe in detail the types of subjects 

and the methods used to collect three types of data: 

physiological data, daily posture and exercise behavior. 

A. Subjects  

The subjects were 10 people, 5 elderly people aged 70 to 
80 years and 5 young people aged 24 to 26 years, and the 
system was set up in 5 households. The height and weight of 
the elderly were as shown in Table 2, and the height values 
shown in Table 2 were measured without hunchback. The 
purpose of including young subjects in this experiment is to 
collect comparative data for future training of the frailty 
classifier. All data were transferred to the cloud and local 
databases through the edge device. The experiments were 
conducted with the consent of the subjects who received daily 
data collection for this experiment. 

TABLE II.  SUBJECT'S PHYSICAL INFORMATION 

Subjects 

(Elder) 

Height

(cm) 

Weight 

(kg) 
Humpbacked Illness & Injury 

Elder 1 158 62 No 
Had ankle 

surgery 

Elder 2 155 58 Yes 

Bipolar disorder 

& Effusion of 

knee joint 

Elder 3 155 45 Yes 
Had knee 

surgery 
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Subjects 

(Elder) 

Height

(cm) 

Weight 

(kg) 
Humpbacked Illness & Injury 

Elder 4 157 58 Yes Back sprain 

Elder 5 168 65 No None 

 

B. Physiological State Data and Daily Posture Collection 

During the experiment, the subjects will be asked to wear 
the smart bracelet and the smart amulet for 7 days. Except for 
washing, they would wear them during the rest of the time. 
The smart bracelet is shown in Figure 3. The smart amulet was 
attached to the chest by means of biocompatible adhesive, as 
shown in Figure 4. The purpose of using the adhesive is to 
control the correctness of data collection, to ensure that the 
movement of the amulet is consistent with the body movement 
and does not affect the data interpretation of the 9-axis sensor. 
If the amulet is worn by hanging, it will cause the smart amulet 
to shake, which will generate noise and affect the sensor's 
interpretation. 

The 9-axis sensor in the smart amulet includes 3-axis 
accelerometer, 3-axis gyroscope and 3-axis magnetometer. 
The coordinate system is shown in Figure 5, which can 
measure the acceleration, rotation angle and geomagnetic 
direction respectively, and calculate the subject's posture and 
movement distance. The G-value (1) can be calculated by 
taking the root of the sum of the squared acceleration of each 
axis. The change of G-value is used to determine whether the 
subject is active or not. If the subject is at rest, the G value is 
equal to the gravitational acceleration (about 1G). 

 G-value = √(ACCx)
2 + (ACCy)

2  + (ACCz)
2              (1) 

Through the orientation algorithm (gradient descent 
algorithm) proposed by Madgwick [7], the acceleration value, 
magnetometer value, and gyroscope value are calculated to 
derive the 3-axis rotation angle, which are Roll, Yaw, and 
Pitch. Observation of Roll, Yaw, and Pitch can analyze the 
walking deflection condition of the subject. 

 

Figure 3.  Smart bracelet to wear on the wrist. 

 
Figure 4.  Smart amulet (9-axis IMU) developed and designed by our 

laboratory  

 

Figure 5.  Smart amulet (9-axis IMU) Coordinate System 

C. Behavioral Data Collection 

The Timed Up and Go Test (TUG) frailty assessment 
standard was conducted to check the movement changes of 
the subject and to determine whether the subject had frailty 
symptoms. Time Up and Go Test uses the standard TUG 
protocol and starts from the center of the foot and goes 
forward 3m, using tape at the 3m mark and turning around the 
cross mark. The TUG experiment was conducted using a chair 
with no back rest. During the experiment, the subjects will 
wear smart amulets and smart bracelets to collect 
physiological state data and experimental posture data. Finally, 
the test results and exercise performance data of young and 
old people are compared to analyze the differences and train 
the classifier model. 

IV. RESULTS AND DISCUSSION 

Based on the system architecture and the experimental 
method, the experiments are conducted to validate the care 
IoT cloud system designed in this study, and finally the 
collected data are analyzed completely. 

A. Physiological Information and Daily Posture Collection 

Results 

The data collected during the experiment will be uploaded 

and stored to the cloud database through the edge device, and 
the current posture changes will be displayed through the 

webpage for the subjects to view in real time, as shown in 

Figure. 6. In the future, the system will be developed in such 

a way that caregivers can check the activity of the elderly in 
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real time through the webpage. For the elderly with frail 

symptoms, the caregiver can check whether there is a fall in 

real time. If unfortunately a fall occurs, the fall posture of the 

smart amulet will be sent to the cloud platform to trigger the 

speaker to broadcast a fall warning message, and through the 

screen warning and broadcast warning to achieve double 

reminders to avoid the regret caused by negligence. 

 
Figure 6.  The status of smart amulet is displayed instantly on the web 

The physiological data and postural changes collected daily 

were plotted for analysis. The graphs were used to clearly 

analyze the physiological data and postural distribution of the 

subjects during one hour at a point in time, as shown in Figure. 

7 and 8. Figure. 7C shows that the blood pressure changes 

during the first 30 minutes implied a trend of pre-

hypertension. According to the criteria for hypertension 

published by the American Heart Association [8], a diastolic 

blood pressure between 120 mmHg and 129 mmHg and a 

systolic blood pressure below 80 mmHg are the criteria for 

prehypertension. However, the blood pressure status returned 
to normal in the last 30 minutes, and the heart rate was higher 

in the first 30 minutes when compared with the heart rate 

variation graph in Figure. 7A. At the same time, the posture 

distribution in Figure. 8 showed a prolonged sedentary state, 

which was verified with the experimental activity records, 

and the subject was watching a movie at that time, which was 

presumed to be caused by the tension of the drama. 

  
Figure 7.  Line graph of the physiological data changes during a certain 

hour of the experiment (the same sampling time as in Figure. 8). 

 

Figure 8.  The pie chart of the posture distribution during an certain hour 

of the experiment (the same sampling time as Figure. 7). 

B. Daily Behavior Analysis 

The results of the TUG experiment with the same 

conditions for young person 1 and elder 1 are shown in Figure. 
9. The 3-axis acceleration and G-value are magnified 512 

times for easy observation and plotting on the graph. From 

Figure. 9A and 9C for comparison of the difference in 3-axis 

acceleration changes, we can observe that the amplitude of 

G-value of young person 1 is larger than that of elder 1. By 

comparing the amplitudes and observing the experimental 

procedure, it was inferred that the young people walked at a 

larger pace and faster speed. 

On the other hand, comparing the difference of Z-axis 

acceleration, the maximum amplitude of Z-axis acceleration 

reached -400 as shown in the red circles in Figure. 9A and 9C, 

indicating that elder 1 was leaning forward than young person 

1 in getting up, which could be inferred from observing the 

experimental procedure that elder 1's leg muscles were 

relatively weak and needed to be guided to stand by body 

strength. At the same time, the TUG test time of elder 1 was 

greater than 12 seconds, and it is presumed that there may be 
a risk of falling [9]. 

 

Figure 9.  Comparison chart of TUG experimental data between the elderly 

and young people. 
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V. CONCLUSION AND FUTURE WORK 

Through the combination of physiological data and 
behavioral posture analysis, the care system can monitor the 
living condition of the elderly at home more effectively. The 
smart bracelet and the smart amulet are combined with the 
edge device to form an Internet of Things for data collection 
and pre-processing. The edge device uploads data to the cloud 
platform database and the local database for storage, and the 
cloud platform further analyzes the data and broadcasts the 
results through the smart speaker; the local database stores the 
data for long-term use as a training data set for the classifier 
model in the future. The system can effectively observe the 
fall risk of the elderly. The data stored in the cloud database 
can be displayed on the web page in real time, and the fall can 
be broadcasted through the smart speaker in real time to avoid 
regrets. The experimental results confirm that the system 
designed in this experiment is a cost-effective tool for daily 
care of the elderly by combining the Internet of Things with 
the cloud platform. Although this study has completed the 
design of the elderly care IoT system and conducted some 
experiments and studies, the hidden risks and varying degrees 
of cooperation in inviting elderly people to participate in the 
experiments have led to relatively limited experiments and 
data collection, and limited sampling target groups. In the 
future, we plan to enter more homes to conduct experiments 
and optimize the system function to conduct more realistic and 
long-term experiments as the primary improvement point. It 
is believed that a more comprehensive and perfect 
personalized care system will be established in the near future. 
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Abstract—Abduction reasoning, which finds possible hypothe-
ses from existing observations, has been studied in many different
areas. We consider an abduction problem that takes into account
a user’s interest. We propose a new approach to solving such an
abduction problem based on a hypergraph representation of an
ontology and obtain a linear algorithm for a description logic.

Index Terms—Abduction; Hypergraph; Description Logic

I. INTRODUCTION

Abduction reasoning aims to generate a possible hypothesis
for a given observation. Abduction has been applied in many
artificial intelligence (AI) areas, such as machine learning,
logical programming, and statistical relational AI [7].

We focus on logical-based abduction [4] over description
logic ontologies. Here, ontologies consist of axioms that state
the relationship of different concepts and relationships over
a specific domain. Then, our abduction problem consists of
three parts: (i) a given background knowledge (i.e., an existing
ontology O); (ii) a set of hypotheses (i.e., a set of axioms
H) and (iii) a given conclusion (i.e., a single axiom). There
have been many studies of abduction over different ontologies,
such as the complexity of abduction over EL [2] and their
application to repairing ontologies [8], abduction over EL by
translation to first-order logic [5], forgetting-based abductive
reasoning over expressive ontology ALC [3], and signature-
based abduction over more expressive ALCOIµ [6].

We propose a new solution (section IV) of abduction over
a special EL-ontology (free of role restrictions) in Section
III, based on a hypergraph representation of ontologies.

II. PRELIMINARIES

An ontology O is a set of axioms of the form A1⊓· · ·⊓An ⊑
B, where Ai, B are called concepts. An interpretation I =
⟨∆I , ·I⟩ consists of a non-empty domain ∆I and a mapping
·I that maps each concept to a subset AI ⊆ ∆I . A model of O
is an interpretation that for each A1 ⊓ · · · ⊓An ⊑ A ∈ O, we
have AI

1 ∩· · ·∩AI
n ⊆ AI . We say O |= A′

1⊓· · ·⊓A′
n ⊑ B′ iff

for any models I of O, we have (A′
1)

I∩· · ·∩(A′
n)

I ⊆ (B′)I .
A (directed) hypergraph H = {V, E} consists of a

node set V = {v1, v2, · · ·, vn} and a hyperedge set E =
{e1, e2 · · · , em}, where ei = ⟨T (ei), f(ei)⟩ with T (ei) ⊆ V
being a subset and f(ei) ∈ V being a node. Note that a
classical hyperedge can have multiple nodes in its head, which
we require to be a singleton for computing abduction.

Definition 1 ( [1]). Given a hypergraph H = {V, E}, assume
S ⊆ V and v∈V . A hyperpath from S to v is a sequence

h = [e1, e2, · · · , en] of hyperedges such that (i) f(en) = {v};
(ii) for i = 1, · · ·, n, T (ei) ⊆ S ∪ {f(e1); · · · , f(ei−1)}; (iii)
for i = 1, · · ·, n, f(ei)∈

⋃
i<j≤n T (ej).

III. ABDUCTION PROBLEM

We consider an abduction problem that takes into account
a user’s interests represented by a set of concepts Σ.

Definition 2. An abduction problem is a tuple

⟨O, Σ, A1 ⊓ · · · ⊓An ⊑ B⟩,

where Σ = {A′, B′, · · · } is a set of concept names. A solution
of this problem is a (minimal) ontology

H = {A′
1 ⊓ · · · ⊓A′

n ⊑ B′ | A′
i, B

′ ∈ Σ, n ≥ 0}

such that O∪H |= A1⊓· · ·⊓An ⊑ B. A solution H is called
a hypothesis with respect to Σ.

Example 1. Let an ontology O0 be:

peopleWithDiploma ⊑ doctor

peopleHasPaper ⊑ researcher

doctor ⊓ employeeWithUniversityChair ⊑ professor

O0 can not derive the following axiom α0:

α0 : doctor⊓employeeWithUniversityChair ⊑ researcher

although it should be true. Consider Σ0 =
{professor, peopleHasPaper}. If we add a hypothesis
H0 = {professor ⊑ peopleHasPaper}, we have
O0 ∪ H0 |= α0. Therefore, H0 is a solution of the abduction
problem A0 = ⟨O0, Σ0, α0⟩. It is clear that H0 is also a
minimal solution to the abduction problem. But there is no
solution to A0 if Σ0 = {professor, peopleWithDiploma}.

IV. A HYPERGRAPH-BASED ALGORITHM

We now present a method of finding a (minimal) solution
to the abduction problem using hypergraphs.

Definition 3. For each set O of axioms, we define a hyper-
graph HO = (Nh, Eh), where Nh := {NA′ | A′∈NC} and

Eh := {{NA′
1
, · · · , NA′

n
}→NA′ | A′

1 ⊓ · · · ⊓A′
n⊑A′∈O}

Example 2 (Example 1 cont’d). By definition, the hypergraph
HO0

of O0 is shown in Figure. 1. Now, we add an edge
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N1: peopleWithDiploma

N2: doctor

N3: peopleHasPaper

N4: researcher

N5: employeeWithUniversityChair

N6: professor

N1 N2 N6 N3

N4N5

Fig. 1: The hypergraph representation HO0 of O0 in Example 1

{N6}→N3 to the hypergraph HO0
. Then, we can find a

hyperpath h from {N2, N5} to N4:

h = [{N2, N5}→N6, {N6}→N3, {N3}→N4]

Theorem 1. Given an ontology O and its associated hyper-
graph HO, an ontology H is a (minimal) solution to the
abduction problem ⟨O,Σ, A1 ⊓ · · · ⊓ An ⊑ B⟩ iff HH is a
(minimal) hypergraph such that (i) All nodes in HH are of
the form NA, A ∈ Σ, and (ii) There exists a hyperpath from
NA1

, · · · , NAn
to NB in HO ∪HH.

Example 3 (Example 1 cont’d). By Theorem 1, to solve the
abduction problem A0, it is enough to find an HH such that
there exists a hyperpath from {N2, N5} to N4 in HO0

∪HH.
The hypergraph HH consists of a single edge {N6}→N3

satisfying the requirement, leading to the hyperpath given in
Example 2 as the minimal solution of the problem.

Before stating our main Algorithm 2, we define a property
of saturation for a hypergraph H = (V, E) and V ⊂ V . We
define U ⊂ V to be saturated (under V ) if there exists e ∈ E
such that T (e) = U and f(e) /∈ V . For example, in Fig. 1,
if we have V = {N1, N2, N5}, then {N1} and {N2, N5} are
saturated under V , while other subsets of V are not. Algorithm
1 finds all vertices approachable from V in run-time O(|E|).

Proposition 1. For a hypergraph H = (V, E) and V ⊂ V ,
v ∈ Span(V, E , V ) iff. there is a hyperpath from V to v.

Algorithm 1: Span(V, E , V )

input : hypergraph H = (V, E), set V ⊂ V
output: W ⊂ V of all vertices spanned from V

1 W = V .
2 U = {U , U is saturated under V }.
3 while U ̸= ∅ do
4 choose U ∈ U ,
5 while there exists v ∈ V \W such that (W, v) ∈ E

do
6 put v into W ;
7 put all saturated sets containing v into U .
8 end
9 remove U .

10 end
11 return W

In Algorithm 2, we first check if v can be directly reached
by V (Line 1-3). Then, we check if the aiming hypergraph
exists (Line 4-11). These 2 steps have run-time O(|E|). In the
minimizing step, for each e ∈ E ′, we check only once if e can
be deleted. Hence, the total run-time is O(|Σ||E|).

Algorithm 2:
input : hypergraph H = (V, E), Σ ⊂ V , S ⊂ V , v ∈ V
output: hypergraph H on Σ

1 V = Span(V, E , S).
2 if v ∈ V then
3 return empty graph.
4 else
5 if Σ ⊂ V or Σ ∪ V = ∅ return non-existence.
6 Σ \ V = {v1, . . . , vm},
7 choose m hyper-edges E ′ = {e1, . . . , em} where

T (ei) ⊂ Σ ∩ V and f(ei) = vi for 1 ≤ i ≤ m.
8 V = V ∪ Σ.
9 end

10 if v /∈ Span(V, E ∪ E ′, V ) then
11 return non-existence.
12 else
13 minimize E ′ (check if there exists e ∈ E ′ such that

E ′ − e satisfies until we get a minimal size).
14 return H = (Σ, E ′).
15 end

We explain Algorithm 2 via the following example.
Solution of Example 3. (via Algorithm 2)

1) H = HO,Σ = {N3, N6}, S = {N2, N5}, v = N4.
2) Line 1: V = Span(V, E , S) = {N2, N5, N6}.
3) Line 7: E ′ = {{N6} → N3}.
4) Line 10: v ∈ Span(V, E ∪ E ′, V = V).
5) Line 13: we see {{N6} → N3} cannot be deleted. It

returns H = (Σ, E ′).

Theorem 2. For Algorithm 2, the output H is a minimal
hypergraph satisfying the conditions (i) and (ii) in Theorem 1.

V. CONCLUSION

In this work, we introduce a hypergraph-based algorithm for
solving abduction problems over EL-ontologies that do not
have role restrictions, which have a linear time complexity
w.r.t. the size of the input ontology. As for future work,
we plan to implement our algorithm and extend it to handle
general EL-ontologies with role restrictions, as well as more
expressive ontologies such as ALC.
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Abstract—Deep neural networks are playing increasing roles in
machine learning and artificial intelligence to handle complicated
data. The performance of deep neural networks depends highly
on the network architecture and the loss function. While the
most common choice for loss function is the squared loss for
regression analysis it is known to be sensitive to outliers and
adversarial samples. To improve the robustness, we introduce
the use of the correntropy loss to the implementation of deep
neural networks. We further split the neural network architecture
into a feature extraction component and function evaluation
component and design four two-stage algorithms to study which
component is more impacted by the use of the robust loss. The
applications in several real data sets indicates that the robust deep
neural networks can efficiently generate robust representations
of complicated data and the two-stage algorithms are consistently
more powerful than their one-stage counterparts.

Index Terms—deep neural network, LSTM, correntropy loss,
robustness

I. INTRODUCTION

The history of artificial neural network dates back at least to
the perceptron invented by Rosenblatt [1]. After more than half
a century’s development, artificial neural networks are playing
increasing roles in modern machine learning and artificial
intelligence applications. Although it has been proved that the
feed-forward neural network with a single hidden layer and
sigmoid activation function can approximate any arbitrarily
complex continuous mapping with arbitrary precision [2]–
[4], more and more evidence shows that deep neural net-
works could more powerful [5]–[7]. In the past decade, along
with the fast development of hardwares and computational
power, deep neural networks have been successfully applied
to computer vision, speech and audio recognition, language
processing,customer relationship management, and many other
fields.

The performance of deep neural networks highly depends on
the network architecture and the loss function. In the context
of supervised learning, three main neural network architectures
are popularly used. The fully connected neural networks,
the convolutional neural networks, and the recurrent neural
networks. While the fully connected neural networks could be
more widely applied to any structured data set, convolutional
neural networks have been shown powerful for image analysis
and computer vision, and recurrent neural networks have
been successfully used in time series data, such as speech
recognition and natural language processing. Regarding the

loss functions, the least square loss and cross-entropy loss are
commonly used for regression analysis and classification tasks,
respectively.

Robustness concerns may arise in practice when the data
is contaminated by outliers. For instance, Rare body poses in
human pose estimation, unlikely facial point position in facial
landmark detection, imprecise ground-truth annotations,and
label misspecification all may result abnormal samples in
image processing, outliers may present in financial data due
to heavy tailed distributions, and system shock could produce
extreme and erratic values in signal processing. In these
situations, there are needs to develop deep learning robust
approaches because least square loss and cross entropy are
well known to be unrobust and sensitive to outliers. Some
efforts have been done in the literature, e.g., [8]–[10]. While
there are multiple ways to promote algorithm robustness, the
most common approach is to adopt a robust loss to train the
neural networks and typical examples include the Huber’s loss,
the Tukey’s biweight loss, the truncated least square loss, the
Cauchy loss, and the correntropy loss.

In this paper, we propose to build robust deep neural
networks by the correntropy loss. We will not only verify its
effectiveness, but also thoroughly explore where robustness
comes from. To be precise, we recall that a deep neural
network is usually regarded as the combination of two com-
ponents, the feature extraction component and the function
evaluation component. We are particularly interested in the
impact of the robust loss on these two components and will
evaluate if both components are impacted or one is more
impacted than the other. In order to make fair comparisons,
we design two-stage algorithms and conduct a comparative
study on several real world applications. The results indicate
two surprising findings: (1) While the robust loss may impact
both components, it seems the feature extraction part is more
impacted. In other words, robust deep neural networks incline
to produce more robust feature representations. (2) The two
stage implementation of deep neural networks are always more
powerful than the one stage approaches, regardless of the loss
functions used.

The rest of the paper is organized as follows. In Section II,
we introduce the deep neural networks. In Section III, we
introduce the two stage algorithms to build deep neural net-
works. In Section IV, we apply the proposed algorithms to
real world applications and present the results. We close with
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conclusions and discussions in Section V.

II. ROBUST DEEP NEURAL NETWORKS

In this section, we introduce two robust deep neural net-
works, the robust deep feed-forward neural network and the
robust long short-term memory neural network.

A. The correntropy loss

Outliers are abnormal or extreme values in the data that
significantly deviate from the rest of the observations. The ap-
pearance of a small amount of outliers may reduce the ability
of statistical inference and hurt the predictive performance of
machine learning models. While outlier detection and removal
are used sometimes [11] [12], a more common approach for
supervised learning is to adopt a robust loss function.

Given a data set (xi, yi), i = 1, . . . , n with xi ∈ Rd

representing the vector of d explanatory variables and yi
the response, the well-known least square method aims to
minimize the the mean square error

min
f

1

n

n∑
i=1

(yi − ŷi)
2

where ŷi = f(xi) is the prediction of the response variable
yi by a hypothetical function f . The minimization process is
conducted over a set of hypothesis functions which could be
the set of linear functions in the traditional multiple linear
regression or the set of nonlinear functions represented by a
neural network architecture. A main advantage of the least
square method is its optimality when the noise follows a
Gaussian distribution while the main criticism is the lack of
robustness when the Gaussianity is violated by outliers of
heavy tailed distributions.

The use of correntropy loss for robustness has a long
history. Its variant forms have been proposed as goodness-
of-fit measures in the literature under different terminologies,
such as the Welsch’s loss [13], the inverted Gaussian loss [14],
the exponential squared loss [15], the reflected normal loss
[16], and the maximum correntropy criterion [17] [18]. In this
paper we adot the form proposed in [19]:

L(yi, ŷi) = σ2

(
1− exp

(
(yi − ŷi)

2

σ2

))
,

where σ > 0 is a tunable parameter that trades off the
robustness and fitting errors. A robust regression approach
minimizes the mean correntropy loss

min
f

1

n

n∑
i=1

L(yi, ŷi).

There exist not only numerous empirical evidences in the
literature to show the ability of correntropy loss to promote
robustness, the theoretical guarantees were also investigated in
recent studies [20]–[23].

B. Robust Deep Feed-forward Neural Network

A fully connected feed-forward neural network (FNN) con-
sists of three parts: the input layer, the hidden layers, and the
out put layer. The input layer has d neurons, representing the d
features of the input data. Mathematically, for an input vector
x = (x1, x2, . . . , xd) ∈ Rd, the jth node of the input layer is
given by h0

j = xj . A FNN can have one or multiple hidden
layers. It is called a shallow neural network if there is only
one hidden layer and a deep neural network if there are two
or more hidden layers. As we have already mentioned above,
although a shallow neural network has the ability to well
approximate arbitrarily complicated functions, there are both
empirical and theoretical evidence that deep neural networks
are more powerful in real applications. For hidden layers, the
value of each neuron is computed from all neurons of the
precedent layer by an affine linear mapping and an activation
function: let hl,j denote the j-th node of the l-th layer and dl
be the number of neurons in the l-the layer. Then

hk,j = a

dl−1∑
j=1

wl,j,khl−1,j + bl,j

 ,

where wl,j,k ∈ R, bl,j ∈ R, and a is an activation function.
The most popular choices for the activation function include
the sigmoid function, the hyperbolic tangent function, and the
rectified linear activation function (ReLU). The output layer of
an FNN will produce predicted values for the response vari-
able. For a regression analysis with a scalar response variable,
the output layer contains one neuron by linear function of the
last hidden layer:

ŷ =

dL∑
j=1

wL,jhL,j + bL,

where L denotes the number of hidden layers. Figure 1 shows
an example of FNN with two hidden layers and a single output.
The number of output neurons can be more than one for vector
valued regression analysis or classification problems.

Fig. 1. A deep Feed-forward neural network with two hidden layers

The training of the weight and bias parameters of FNN
requires a loss function to measure the error when ŷi is used
to predict the true response value yi for each observation xi. In

28Copyright (c) IARIA, 2023.     ISBN:  978-1-68558-056-8

DBKDA 2023 : The Fifteenth International Conference on Advances in Databases, Knowledge, and Data Applications

                            36 / 57



this paper, we implement the robust deep feed-forward neural
network (RFNN) by minimizing the mean correntropy loss.

C. Robust Long Short-Term Memory Neural Network

Long Short-Term Memory Neural Network (LSTM) was
first introduced by Hochreiter and Schmidhuber [24]. In 1999,
Felix et al. [25] introduced a forget gate mechanism based on
Hochreiter and Schmidhuber’s work, which enables LSTM to
reset its own state to avoid network crashes. Several variant
models were proposed since then. LSTM is a special kind
of recurrent neural network and has been shown effective for
time series analysis, speech recognition, language translation,
and natural language processing due to its ability to memorize
long and short term information.

Fig. 2. LSTM network structure

Figure 2 shows the core structure of LSTM. The long term
information is stored in the cell states and pass through the
entire chain system of LSTM from beginning to end. Three
layers will used to decide what information will be removed
and what information will be added. The forget gate layer
generate f t of a vector of values between 0 and 1 based on
the current input xt and previous moment output ht−1 via
affine linear transforms and sigmoid activation function:

f t = a (Wfxt + Ufht−1 + bf )

where Wf is a matrix of weight coefficients and bf a sequence
of biases. The values of f t determine the percentage of
information in Ct−1 that are allowed to pass through, in
other words, the information (1−f t) ∗Ct−1 will be removed
or “forgotten”, where ∗ denotes element wise multiplication
operator . A tanh layer will produce values representing
candidate information :

C̃t = tanh (WCxt + UCht−1 + bi) ,

and the input gate layer produced it, again a vector of values
between 0 and 1, by

it = a (Wixt + Uiht−1 + bi)

to decide the percentage of candidate information C̃t to be
added to the cell state. The cell state is then updated by

Ct = f t ∗ Ct−1 + it ∗ C̃t.

After the cell state is updated, LSTM will use the output
gate will first compute

ot = a(Woxt + Uoht−1 + bo)

and then use tanh(Ct) as weight coefficients to generate the
output

ht = ot ∗ tanh(Ct),

which will be further used to produce the prediction of the
response variable. In this paper a linear function

ŷt = w⊤ht + b

is used. Given a sequence of time series x1,x2, . . . ,xT and
corresponding response series y1, y2, . . . , yT , the robust LSTM
will minimize the mean correntropy loss

1

T

T∑
i=1

L(yt, ŷt)

over the historical period to estimate the network parameters.

III. TWO STAGE ALGORITHMS

When the data are contaminated by outliers or are skewed
and have heavy tails, robust algorithms are supposed to per-
form better. As we will see in Section IV below, our robust
deep learning algorithms are indeed superior as expected when
they are applied to real applications with robustness concerns.

The success of deep neural networks have been largely
attributed to its ability to extract information from the compli-
cated data. Therefore, it is commonly recognized that a deep
neural network can be split into two parts: a feature extraction
part and a function evaluation part, where the first part extract
relevant features from the input data and second part use the
features to build a decision function. As we are able to show
the superiority of robust deep learning algorithms, we want to
explore further and answer the questions that (1)“whether the
robust deep learning algorithms promote robustness of feature
extraction and lead to robust representation?” and (2) “which
part of the network is more impacted by the use of robust
loss?” To answer these questions, we propose a series of two
stage algorithms.

For FNN and RFNN, we regard the part from the input to the
last hidden layer as the feature extraction process and from the
last hidden layer to output as the function evaluation part. We
first run FNN and robust FNN to build two neural networks.
Then we extract the features and run the linear regression with
either least square (LS) approach or the robust regression (RR)
with correntropy loss. This leads to four two-stage algorithms:
FNN+LS, FNN+RR, RFNN+LS, and RFNN+RR, where the
FNN+LS uses the features extracted from FNN and least
square regression to predict the response variable, FNN+RR
uses the features extracted from FNN and robust regression,
RFNN+LS uses the features extracted from RFNN and least
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square regression, and RFNN+LS uses the features extracted
from RFNN and robust regression. If RFNN+LS outperforms
FNN+LS, we are able to conclude that the feature extraction
process by RFNN is robust. Otherwise the correntropy loss
does not robustify the feature extraction process. On the other
hand, if RFNN+RR outperforms RFNN+RR, the correntropy
loss plays a role in the function evaluation process.

In LSTM we regards the values in output ht are the features
extracted from the input xt and previous information. We can
similarly design four two-stage algorithms to study the robust
representation ability of RLSTM.

IV. APPLICATIONS

In this section, we apply our algorithms to real-world
applications and illustrate their effectiveness.

A. Airfoil Data Set

Airfoil Self-Noise Data [26] is a NASA data set which
obtained from a series of aerodynamic and acoustic tests of
two and three-dimensional airfoil blade sections conducted
in an anechoic wind tunnel. It is a multivariate data set
with 5 attributes (Frequency, Angle of attack, Chord length,
Free-stream velocity and Suction side displacement thickness)
measuring scaled sound pressure level. The data set contains
1503 instances. Figure 3 shows the histogram of the response
variable. It is clearly left skewed.

Fig. 3. Histogram of response variable for airfoil data

We randomly sampled 50% (Different split ratios do not
significantly affect the final results) of the data as training set
and remaining data as test set. We apply FNN, RFNN, and all
four two-stage algorithms to build models and predict on the
test set. The neural network contains two hidden layers with
each hidden layer containing 64 hidden neurons. Tensorflow
in Python is used to train the neural network with both the
epoch and batch sizes selected as 50. The parameter σ is not
sensitive and a value of σ = 10 is used. The experiments are
repeated 50 times. The average mean absolute error (MAE)
and the standard error (SE) of all six approaches are reported
in Table I.

Firstly, we see that RFNN outperforms FNN, indicating the
use of correntropy loss improves the robustness of the neural

network estimation. Next, RFNN+LS outperforms FNN+LS
and RFNN+RR outperforms FNN+RR, that is, when the
same regression approach is used, using features from RFNN
is always better. This means that the features extracted by
RFNN is more informative and therefore we can claim that
the RFNN helps to extract features more robustly. Thirdly,
FNN+RR outperforms FNN+LS and RFNN+RR also outper-
forms RFNN+LS, but the improvement is not significant. This
means that once the features have been extracted, further use of
robust loss in the regression step does not help much. Lastly,
it is surprising to see that FNN+LS outperforms FNN and
RFNN+RR outperforms RFNN, indicating that when the same
loss function is used, the two-stage algorithms are consistently
better than traing the neural network directly. Further more,
if we change the loss function in the second regression stage,
the two-stage algorithms are still better.

B. Boston Housing Data Set

Boston Housing Data Set contains information collected
by the U.S Census Service concerning housing in the area
of Boston Massachusetts. It is a multivariate data set with
13 attributes measuring the median value of owner-occupied
homes. It contains 506 instances. Figure 4 show the histogram
of the home values. We can see outliers on the right end.

Fig. 4. Histogram of home values in Boston housing data

This data has been build in the sklearn module in Python
where the training set and test set have been automatically sep-
arated. We merged them together and then randomly sampled
50% as training set and put the remaining data into the test set.
The hyperparameters and analysis process are the same as the
experiment for Airfoil data. The results are shown in Table I.
The findings are very similar to the application in Airfoil data:
RFNN is more robust than FNN. The use of correntropy seems
play more roles in robust feature extraction while less roles in
function evaluation. A follow-up regression stage helps further
improve the performance.

C. Agroecosystem Data

This data is collected by Dr. Song Cui at the MTSU
Department of Agriculture. It contains carbon, water and
energy fluxes of a cool-season dominated pasture ecosystem
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for 159 days from September 2, 2016 to May 3, 2017. For each
day, there are 48 data points with each data point a summary of
the relevant information in half an hour. If the data is complete,
there should be 7632 data points in total. But due to power
outage or system failure, a small number of data points are
missing and the data actually contains 7265 data points. In
this analysis, 12 driver variables that measure the radiation,
humidity, temperature, wind, and some other features, were
used to predict evapotranspiration flux. Outliers due to system
shocks can be clearly seen from plot in Figure 5.

Fig. 5. Plot of evapotranspiration flux

The deep neural network with two hidden layers and 64
hidden neurons for each layer is again used for the analysis.
A 50%-50% split is again used for training and test data
split. The RFNN used σ = 50. The experiments are repeated
50 times and the average MAEs are reported for all six
approaches in Table I. Similarly, we find the RFNN is able
to lead to robust representation of the data and two-stage
algorithms are more powerful.

D. CSI 300 Data

Per Wikipedia [27], the CSI 300 is a capitalization-weighted
stock market index designed to replicate the performance of
the top 300 stocks traded on the Shanghai Stock Exchange and
the Shenzhen Stock Exchange. it is a gauge of Chinese stock
market. In this experiment, the trading information (opening
price, closing price, highest price, lowest price and volume)
of CSI 300 from January 3, 2017 to December 29, 2018
(excluding weekends and holidays) used. Figure 6 show the
closing prices. Stock prices are typical examples of time series
involving sudden changes and abnormal values due to the
reaction to government policies, economical indicators, and
sentiments.

The analysis aims to predict the closing price based on
the opening price, the previous day’s opening price, closing
price, highest price, lowest price and volume. As the price
data can be viewed as time series, LSTM is appropriate. The
results by six approaches are reported in Table II. Although
a different network architecture is used in this experiment,
the findings are still consistent with previous applications.
The only difference is that the use of robust regression in

Fig. 6. Histogram of closing prices in CSI 300

TABLE I
MAE ON AIRFOIL AND BOSTON HOUSING DATA

Method Airfoil Boston Housing Agroecosystem
FNN 0.2366 (0.0023) 0.2761 (0.0045) 0.1877 (0.0026)
FNN+LS 0.2235 (0.0016) 0.2719 (0.0040) 0.1720 (0.0007)
FNN+RR 0.2223 (0.0016) 0.2702 (0.0040) 0.1719 (0.0007)
RFNN 0.2279 (0.0018) 0.2706 (0.0035) 0.1779 (0.0014)
RFNN+LS 0.2173 (0.0014) 0.2681 (0.0035) 0.1714 (0.0009)
RFNN+RR 0.2161 (0.0014) 0.2669 (0.0035) 0.1713 (0.0008)

the second stage play more roles, as is evidenced the better
performance of LSTM+RR and RLSTM+RR than that of
LSTM+LS and RLSTM+LS, respectively.

TABLE II
MAE ON AIU AND CSI300 DATA

Method CSI300
LSTM 0.2221 (0.0007)
LSTM+LS 0.2133 (0.0007)
LSTM+RR 0.2016 (0.0006)
RLSTM 0.2197 (0.0008)
RLSTM+LS 0.2116 (0.0007)
RLSTM+RR 0.2012 (0.0007)

V. CONCLUSIONS AND FUTURE WORKS

In this paper, we proposed to implement robust deep neural
networks by using the correntropy loss and four two-stage
algorithms. Simulation studies on four real data applications
show that the robust deep neural networks are more efficient to
handle data with outliers or skewed. Moreover, the robust deep
neural networks are able to efficiently extract more informative
features, indicating the entropy loss plays more roles in robust
representation of the data.

The superiority of two-stage algorithms is a serendipity. The
original motivation of these algorithms is to study how the
robust loss plays roles in the network construction process,
not for better performance. The simulations surprisingly show
that all two-stage algorithms are consistently better than their
one-stage counterparts, regardless the loss function used.

In this paper we have focused on the fully connected deep
feed-forward neural networks and the LSTM for regression
analysis. Convolutional Neural Network (CNN) is another
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representative algorithms of deep learning is particularly con-
fidential for its excellent performance in image processing
and computer vision. We can similarly develop robust con-
volutional neural network. However, it seems CNN is more
widely used in classification problems while the correntropy
loss is more appropriate for regression analysis. So, we have
omitted the study of robust CNN in this paper. But the idea
of two-stage training is promising and it would be interesting
to develop two-stage CNN algorithms with appropriate clas-
sification loss functions, such as the cross entropy loss.
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Abstract—Recent work on database application development 

platforms has sought to include a declarative formulation of a 

conceptual data model in the application code, using 

annotations or attributes. Some recent work has used metadata 

to include the details of such formulations in the physical 

database, and this approach brings significant advantages in 

that the model can be enforced across a range of applications 

for a single database. In previous work, we have discussed the 

advantages for enterprise integration of typed graph data 

models (TGM), which can play a similar role in graphical 

databases, leveraging the existing support for the unified 

modelling language UML. Ideally, the integration of systems 

designed with different models, for example, graphical and 

relational database, should also be supported. In this work, we 

implement this approach, using metadata in a relational 

database management system (DBMS). 

Keywords—typed graph model; graph schema; relational 

database; implementation; information integration. 

I.  INTRODUCTION 

For many years, the process of database implementation 
has included a conceptual data modeling phase, and this has 
often been supported by declarative structures using 
annotations or attributes [1]. Some recent DBMS have 
included metadata in the relational model to form a bridge 
with the physical database. This approach brings significant 
advantages in that the data model can be enforced across all 
applications for a single database. In previous work [2], we 
provided mapping rules for TGM so that data models can 
play a similar role in graphical databases, using the notations 
of UML [3]. During such early conceptual model building, 
incremental and interactive exploration can be helpful [4] as 
fully automated integration tools may combine things in an 
inappropriate way, and the use of data types [5] can help to 
ensure that semantic information is included not merely in 
the model, but also in the final database. In this short paper 
we report on such an implementation of TGM, using 
metadata in a relational DBMS [6], partly inspired by recent 
developments in the PostgreSQL community [7]. 

As with the original relational model, the Typed Graph 
Model (TGM) has a rigorous mathematical foundation as an 
instance of a Graph Schema. 

The plan of this short paper is to review the TGM in 
Section II, and discuss the implementation details in Section 
III, including an illustrative example. Section IV provides 
some conclusions. 

II. THE TYPED GRAPH MODEL AND INFORMATION 

INTEGRATION 

We will construct a TGM for a database by declaring 
instances of nodes and edges as an alternative to specifying 
tables of nodes and edges. 

A. Typed Graphs formalism 

In this section we review the informal definition of the 
TGM from [2], using small letters for elements (nodes, 
edges, data types, etc.) and capital letters for sets of 
elements. Sets of sets are printed as bold capital letters. A 
typical example would be n ∈ N ∈ N ⊆ ℘(N), where N is any 
set and ℘(N) is the power-set of N. 

Let T denote a set of simple or structured (complex) data 
types. A data type t:=(l,d)∈T has a name l and a definition d. 
Examples of simple (predefined) types are (int,ℤ), 
(char,ASCII), (%,[0..100]) etc. It is also possible to define 
complex data types like an order line 
(OrderLine,(posNo,partNo,partDescription,quantity)). The 
components need to be identified in T, e. g., (posNo,int>0). 
Recursion is allowed as long as the defined structure has a 
finite number of components. 

Definition 1 (Typed Graph Schema, TGS)  A typed graph 

schema is a tuple TGS=(N
S
,E

S
,ϱ,T,τ,C)  where:  

• N
S
 is the set of named (labeled) objects (nodes) n with 

properties of data type t:=(l,d)∈T, where l is the label 

and d the data type definition.  

• E
S
 is the set of named (labeled) edges e with a structured 

property p:=(l,d)∈T, where l is the label and d the data 

type definition.  

• ϱ is a function that associates each edge e to a pair of 

object sets (O,A), i. e., ϱ(e):=(O
e
,A

e
) with O

e
,A

e
∈℘(N

S
). 

O
e
 is called the tail and A

e
 is called the head of an edge 

e.  

• τ is a function that assigns for each node n of an edge e 

a pair of positive integers (i
n
,k

n
), i. e., τ

e
(n):=(i

n
,k

n
) with 

i
n
∈N

0
 and k

n
∈N . The function τ defines the min-max 

multiplicity of an edge connection. If the min-value i
n
 is 

0 then the connection is optional.  

• C is a set of integrity constraints, which the graph 

database must obey.  
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The notation for defining data types T, which are used for 
node types N

S
 and edge types E

S
, can be freely chosen: and 

in this implementation SQL will be used for identifiers and 
expressions, together with a strongly typed relational 
database engine. The integrity constraints C restrict the 
model beyond the structural limitations of the multiplicity τ 
of edge connections. Typical constraints in C are semantic 
restrictions of the content of an instance graph.  

Definition 2 (Typed Graph Model)  A typed graph Model 

is a tuple TGM=(N,E,TGS,φ) where:  

• N is the set of named (labeled) nodes n with data types 

from N
S
 of schema TGS.  

• E is the set of named (labeled) edges e with properties of 

types from E
S
 of schema TGS.  

• TGS is a typed graph schema as defined above..  

• φ is a homomorphism that maps each node n and edge e 

of TGM to the corresponding type element of TGS, 

formally:  

φ:TGM→TGS 

n↦φ(n):=n
S
(∈N

S
) 

e↦φ(e):=e
S

(∈E
S

) 

The fact that φ maps each element (node or edge) to 
exactly one data type implies that each element of the graph 
model has a well-defined data type. The homomorphism is 
structure preserving. This means that the cardinality of the 
edge types is enforced, too. In this implementation, the 
declaration of nodes and edge of the TGM develops the 
associated TGS incrementally including the development of 
the implied type system T. Data type and constraint checking 
is applied for all nodes and edges before any insert, update, 
or delete action can be committed. 

B. The Data Integration Process  

The full benefit of information integration requires the 
integration of source data with their full semantics. We 
believe a key success factor is to model the sources and 
target information as accurately as possible. The expressive 
power and flexibility of the TGM allows to describe the 
meta-data of the sources and target precisely and in the same 
model, which simplifies the matching and mapping of the 
sources to the target. The tasks of the data integration 
process are: 

1) model sources as TGS Si (i = 1, 2, ..., n)  
2) model target schema T as TGS G  
3) match and map sources Si with TGS G  
4) check and improve quality  
5) convert TGS G back to T again  
Steps 3 and 4 can occur together in an interactive process 

once the basic model has been outlined. Such a process is 
crucial for EII and other data integration projects, which 
demand highly accurate information quality, which can be 
further improved with the use of different mappings.  

To start the process, it may be necessary to collect 
structure and type information from a data expert or from 

additional information. Where sources are databases, the 
rigid structures provide a good starting point. Otherwise, the 
relevant data must first be identified together with its meta-
data if available. This includes coding and names for the data 
items. The measure units and other meta-data provided by 
the data owner are used to adjust all measures to the same 
scale. The paper of Laux [5] gives some examples how to 
transform relational, object oriented, and XML-schemata 
into a TGS.  

If the source is unstructured or semi-structured, e.g., 
documents or XML/HTML data, concepts and mechanisms 
from Information Retrieval (IR) and statistical analysis may 
help to identify some implicit structure or identify outliers 
and other susceptible data. If the data are self-describing 
(JSON, key-value pairs, or XML) linguistic matching can be 
applied with additional help from a thesaurus or ontology. 
Nevertheless, it is advisable to validate the matching with 
instance data or an information expert. We present two 
possible TGS for a single enterprise in UML notation in 
Figure 1. This little example demonstrates already the 
flexibility of the model in terms of detail and abstraction. 

 

III. IMPLEMENTATION IN THE RELATIONAL DATABASE 

SCHEMA 

The prerequisite for implementation of a typed graph 
modelling system is to have a strong type system in the 
RDBMS. If this is already available, then a graph modelling 
capability can be added relatively simply, with slight 
extensions to the normal SQL syntax for creating and 
altering structured types, and some metadata for 
distinguishing node and edge types from other kinds of 
structured types. 

Then the main difference between a graph schema as 
described above and a schema in most DBMS is that 
columns and attributes of database tables have a predefined 
order. In addition, for a given node type or edge type, there is 
a single base table containing the instances of that type. One 
way to build a graph is to insert rows in these tables.  

The aim of additional graph support in the DBMS is to 
simplify the tasks of graph definition and searching. We add 
CREATE and MATCH statements, which we describe next. 

A. Graph-oriented syntax added to SQL 

To the normal SQL CREATE syntax, we add an option 
for constructing a graph inline: 

 
Create: CREATE Node { Edge Node } {',' Node { 

Edge Node }}. 
Node: '(' NewG | id ')'. 
NewG: id {':' label } [doc] . 
–Edge: '-[' NewG ']->' | '<-[' NewG ']-' . 
 
In this syntax, the strings enclosed in single quotes are 

tokens, including several new token types for the TGM. In 
corresponding source input, unquoted strings are used for 
case-insensitive identifiers and double quoted strings for 
case-sensitive identifiers, possibly containing other Unicode 
characters. As usual in SQL, string constants in input will be 
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single quoted, and doc is a JSON-like structure providing a 
set of properties and value expressions, possibly including 
metadata definitions for ranges and multiplicity. 

Such declarative statements build a base table in the 
database for each label.  

Nodes and edges and new node types and edge types can 
be introduced with this syntax. The database engine 
constructs a base table for each distinct label, with columns 
sufficient to represent the associated properties. These 
database base tables for node types (or edge types) contain a 
single row for each node (resp. edge) including node 
references. They can be equipped with indexes, constraints, 
and triggers in the normal ways. 

To the normal SQL DML, we add the syntax for the 
MATCH query, which has a similar syntax, except that it 
may contain unbound identifiers for nodes and edges, their 
labels and/or their properties. 

 
Match: MATCH Node {',' Node } [WhereClause] 

Statement . 
 
The first part of the MATCH clause defines a graph 

expression. We say that a graph expression is bound if it 
contains only constant values, and all its nodes and edges are 
in the database. The MATCH algorithm proceeds along the 
node expressions, matching more and more of its nodes and 
edges with those in the database by assigning values to the 
unbound identifiers. If we cannot progress to the next part of 
the MATCH clause, we backtrack by undoing the last 
binding and taking an alternative value. If the processing 
reaches the end of the MATCH statement, the set of bindings 
contributes a row in the default result, subject to the optional 
WHERE condition.  These rows then act as a source of 
values for the following statement. 

B. Outline of the usage of the TGM 

Following the suggestion in [5] we will consider the use 
of the TGM in analysis, where an interactive process is 
envisaged. The nodes and edges contained in the database 
combine to form a set of disjoint graphs that is initially 
empty. Adding a node to the database adds a new entry to 
this set. When an edge is added, either the two endpoints are 
in the same graph, or else the edge will connect two 
previously disjoint graphs. If each graph in the set is 
identified by a representative node (such as the one with the 
lowest uid) and maintains a list of the nodes and edges it 
contains, it is easy to manage the set of graphs as data is 
added to the database.  

If an edge is removed, the graph containing it might now 
be in at most two pieces: the simplest algorithm removes it 
from the set and adds its nodes and edges back in.  

The database with its added graph information can be 
used directly in ordinary database application processing, 
with the advantage of being able to perform graph-oriented 
querying and graph-oriented stored procedures. The normal 
processing of the database engine naturally enforces the type 
requirements of the model, and also enforces any constraints 
specified in graph-oriented metadata. The nodes and edges 
are rows in ordinary tables that can be accessed and refined 

using normal SQL statements. In particular, using the usual 
dotted syntax, properties can be SET and updated, and can 
be removed by being set to NULL. 

As the TGM is developed and merged with other 
graphical data, conflicts will be detected and diagnostics will 
help to identify any obstacles to integrating a new part of the 
model, so that the model as developed to that point can be 
refined. 

C. An example 

To get started with a customer-supplier ordering system 
we could have a number of problematic CREATE statements 
such as: 

 
CREATE 
(Joe:Customer {"Name":'Joe Edwards', 

Address:'10 Station Rd.'}), 
(Joe)-[:Ordered {"Date":date'22/11/2002'} ]-> 

(Ord201:"Order")-[:Item {Qty: 5}]->("16/50x100" : 
WoodScrew), 

(Ord201)-[:Item {Qty: 5}]->("Fiber 12cm": 
WallPlug), 

(Ord201)-[:Item {Qty: 1}]->("500ml" : 
RubberGlue) 

 
Primary keys for edges are here being left to the engine 

to supply – they could be specified explicitly if preferred. 
Name, Order and Date are in double quotes because they are 
reserved words in SQL. By default, the entire CREATE 
statement shown is considered a single transaction by the 
database engine: if the syntax checker is happy with it, it will 
be automatically committed. 

It is easy to criticize what the user offers here: and the 
graph would benefit from splitting up composite information 
such as Fibre 12cm and 16/8x100 to clarify the meaning of 
the components and facilitate processing. Such changes can 
be made by the designer later. 

Assuming the database is empty before we start, the first 
line above, if committed, would create a new base table 
CUSTOMER (a NodeType)  

 
CREATE TYPE CUSTOMER as ("Name" char, ADDRESS 

char) NodeType 
 
The NodeType metadata flag adds as the first column a 

primary key column ID of type char so that the new 
CUSTOMER table has an initial row 

 
 ('JOE','Joe Edwards','10 Station Rd.’) 
 
That would work. The next line defines four more base 

tables, two NodeTypes and two EdgeTypes: 
 
CREATE TYPE "Order" NodeType 
CREATE TYPE WOODSCREW NodeType  
CREATE TYPE ORDERED as ("Date" date) 

 EdgeType(CUSTOMER,"Order") 
CREATE TYPE ITEM as (QTY int) 
 EdgeType("Order",WOODSCREW) 
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This also will work, but is probably not what the analyst 
wanted, because the Item edge type connects to nodes of 
type WOODSCREW. If this is committed, we cannot later 
have an Item edge connecting to a WALLPLUG. 

But nothing is committed yet, so when the database 
engine finds this difficulty, it simply replaces the 
specification :WoodScrew in the second line by 
:WoodScrew:&1 , and similar changes to WallPlug and 
RubberGlue.  

This adds a new anonymous base node type for these 
node types, with a system-generated name  

 
CREATE TYPE &1 NodeType 
 
and the node type proposal becomes  
 
CREATE TYPE ITEM as (QTY int) 
 EdgeType("Order",WOODSCREW) 
 
CREATE TYPE WoodScrew UNDER &1 
CREATE TYPE WallPlug UNDER &1 
CREATE TYPE RubberGlue UNDER &1 
  
The analyst can be advised that this has been done, and 

they can later choose a better name for the new NodeType 
&1 (maybe PRODUCT?). This process of generalization can 
be offered as a standard database transformation. 

After the nodes and edges have been generated and the 
transaction commits, the node and edge data would be 
installed in the database as follows: 

 
CUSTOMER ('Joe','Joe Edwards', 
 '10 Station Rd.') 
"Order" ('Ord201') 
WOODSCREW ('16/50x100') 
WALLPLUG ('Fiber 12cm') 
RUBBERGLUE ('500ml') 
ORDERED ('&2','Joe','Ord201', 
 'date'22/11/2002') 
ITEM ('&3','Ord201','16/50x100') 
 ('&4','Ord201','Fiber 12cm') 
 ('&5','Ord201','500ml') 
 
 This is satisfyingly neat. We see that while the metadata 

flag NodeType gave the node type a primary key as the first 
column ID that is a primary key, the metadata flag EdgeType 
has given the edge types three initial columns: ID, a primary 
key, LEAVING, a foreign key to the leaving node type, and 
ARRIVING, a foreign key to the arriving type. Note also 
that ITEM’s arriving type is the new anonymous type &1. 

It is noteworthy that this mechanism allows schemas to 
evolve bottom-up during the database design, as envisaged in 
[2]. The normal Schema-first strategy is still available, and 
the two approaches can be combined for convenience. Either 

way, the database will contain a rigorous and enforceable 
relational schema at all stages, since any declarations that 
would not be enforceable will be rejected before being 
committed to the database. 

During refinement of the model, there are opportunities 
for adding constraints and other metadata. Such details, and 
the enhanced diagnostics mentioned above, are the subject of 
ongoing research. The conference presentation will provide 
an opportunity for a demonstration of the process and more 
details on MATCH. 

IV. CONCLUSIONS 

The purpose of this paper was to report some progress in 
our Typed Graph Modeling workstream. The work is 
available on Github [8] for free download and use and is not 
covered by any patent or other restrictions. 

The current “alpha” state of the software implements all 
of the above ideas apart but lacks the suggested interaction 
with the model designer. The test suite includes a version of 
the running example together with others that demonstrate 
the integration of the relational and typed graph model 
concepts in Pyrrho DBMS. 
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Figure 1. Example TGM of a commercial enterprise showing two levels of detail 
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Abstract—With the spread of cloud computing, database ser-
vices have been provided on cloud platforms. As a Cloud Service
Provider (CSP) has the highest privilege in the cloud platform,
the CSP can get any data from the database even if a tenant
admin secures all components, such as OS, database software,
etc. as long as the database runs on the cloud. That is why
CSP has become a new threat source in cloud-based databases.
Trusted Execution Environment (TEE) is a key technology to
protect memory, process, and storage against data theft by a
CSP. It creates a secure area on the memory where the process
outside the secure area cannot access, thereby preventing any
access from CSP. However, since the secure area only has a
limited amount of memory resources on a server, the rest memory
resources keep vacant even when TEE exhaustively uses its
allocated memory resources. In the case of the high-load database
running on the secure area, almost all queries slow down due to
being full of consumed memory despite most of the memory
being free in the unsecured area. In this study, we design an
efficient memory management mechanism for TEE-based secure
database that effectively uses the resources of both the secure
and unsecured areas; the proposed system handles only sensitive
queries and data in the secure area while others in the unsecured
area. Experimental results show that our system improves both
resource utilization efficiency and execution speed compared to
the system processing all data in the secure area.

Index Terms—Data Protection; RDBMS; Intel SGX; Trusted
Execution Environment; Cloud Computing.

I. Introduction

Along with the widespread of using cloud platforms, most
services come to running on a cloud platform. Although
the cloud is very useful for flexible service management
adapting to time-varied workloads, it creates new threats to
cybersecurity. A cloud platform runs tenant processes on the
top of the virtualization layer, such as a hypervisor, and thus
all processes, memory, and storage are accessible from the
virtualization layer. That is, even if tenant admins strictly
secure their OS, service processes, and data, CSP is able to
affect processes, obtain data from storage or memory, etc.

One of the major and important systems running on the
cloud is a relational database management system (RDBMS),
which basically handles important data on the business. As
most business is driven by data these days, protecting data
is extremely essential for a database. For this purpose, most
RDBMS, such as MySQL or PostgreSQL, has an encryption
function that encrypts data on storage and protects against data
theft. Nevertheless, as mentioned before, CSP can compromise
even such encryption by taking process/memory from the
virtualization layer. Therefore, it is necessary to protect data
on RDBMS even on cloud systems consistently.

Existing studies provide a Trusted Execution Environment
(TEE)-based solution to protect the data of the database [1] [2].
TEE creates a secure area where user programs are decrypted
and executed directly on a CPU. As any process outside the
secure area cannot access process/memory in the secure area, a
database working in the secure area can protect its data in any
case. Although TEE protects data even on the cloud, TEE has
a limitation on the secure area; the secure area can only use
quite less memory than what hardware has to run the program.
That is why the performance of a high-load database hits the
ceiling even if its physical hardware has more memory and
most of it is still vacant. Studies [1] [3] run a database in the
secure area and face the problem, while a study [2] migrates
most of the process onto the unsecured area but increasing
communication between secure and unsecured area, and finally
these interactions become a performance bottleneck.

To overcome this problem, we propose a system that protects
data in RDBMSs that extends the upper limit of TEE-based
database performance. The main idea is to divide the whole
processes of a database into two: a series of processes for
sensitive data and a series of processes for other non-sensitive
data. The proposed system allows the user to define the confi-
dentiality of each column when creating the table and executes
the former process on the secure area while the latter on the
unsecured area, separately. The proposed system also reduces
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the number of communication between the secure/unsecured
areas because each data is handled in the secure or unsecured
area all the time. The basic design of the RDBMS is based on
open-source Postgresql [3]. We implement our proposal using
Intel Software Guard Extensions (SGX), a hardware-based
TEE of Intel CPU. For performance evaluation, we compare
our proposal with the system processing all data in the secure
area. We confirmed that the proposed method reduces secure
area usage by 44% compared to existing methods and runs
over 3.3× faster than existing methods when dealing with a
large amount of data.

The structure of this paper is as follows: In Section 2, we
explain the related works of databases using TEE. In Section
3, we describe the preliminary of Intel SGX. In Section 4, we
explain the sensitive information and the design of our proposed
system. In Section 5, we show the result of the experimental
evaluation. In Section 6, we discuss the limitation of our
proposed system and security vulnerabilities and in Section 7,
we conclude our contribution.

II. Related Work
There are several TEE-based solutions to protect the data of

RDBMS as related work [1]–[3]. EnclaveDB [1] is a system
that makes Hekaton, an in-memory database engine included
in Microsoft SQL Server, available as an SGX application.
EnclaveDB ensures data confidentiality but handles all types
of queries in the secure area. Therefore, the unsecured area
has much vacant memory. CryptSQLite [3] proposed a system
that ensures the data confidentiality and integrity of SQLite by
storing all data in a secure area. That is the available memory
in the unsecured area remains free. StealthDB [2] executes
most of the database processes in the unsecured area while few
sensitive processes are in the secure area. Although it can use the
memory of both secure and unsecured areas, processes on the
secure and unsecured areas require many interactions to handle
a series of query processing. Encryption/decryption of data is
necessary to protect data from going back and forth between
secure and unsecured areas. Although this design contributes
to reducing the load on the secure area, the interaction and the
encryption/decryption are a very huge burden for the database.
This results in a large overhead for even a simple SELECT
statement that traverses a large amount of data. The proposed
method divides database processes for the secure or unsecured
area, similar to EnclaveDB or StealthDB, but makes these
processes independent so as to avoid communication between
secure and unsecured areas as much as possible. From this
design, we realize the efficient use of memory in the secure
area as well as the avoidance of performance bottlenecks
that happened in the communication between the secure and
unsecured area.

III. Intel SGX
Intel SGX utilizes the cryptographic engines in Intel CPU to

create an isolated environment (secure area) called Enclave. We
store data in Enclave, protecting program execution with guar-
anteed confidentiality and integrity. As Enclave does not provide

storage, Intel SGX provides a function called Sealing/Unsealing.
This function encrypts data using a key stored in the CPU;
nobody except the CPU decrypts it. Moreover, for integrity
assurance, Intel SGX provides a verification mechanism called
Remote Attestation (RA), which can verify the integrity of
programs within Enclave and the remote SGX platform. Thus,
a client communicating with a remote SGX platform can send
and receive data securely to and from CSPs using TLS sessions
generated by RA.

Although Intel SGX provides a useful mechanism for pro-
tecting processes and memory, data, the mechanism inevitably
includes several performance overheads. First, there is an
Enclave size limitation for each Intel CPU version. For example,
the 6th to 10th-generation Intel CPUs have a size limit of 128
MB, and the 3rd-generation Xeon scalable processors have a
maximum size limit of 512 GB. Second, Intel SGX supports
Enclave paging, but page swapping incurs an overhead of about
40,000 CPU cycles due to page copy and context switches and
so on [4]. Therefore, when we try to use many Enclave areas,
much overhead is incurred. Third, SGX applications provide
a transition between the Enclave process and the unsecured
process. The transition function from an unsecured process to
an Enclave process is called Ecall and the reverse transition
function is called Ocall. However, during Ocall/Ecall, SGX
performs context switches and flushes Translation Lookaside
Buffer, resulting in an overhead of about 8,000 to 17,000 CPU
cycles [5].

IV. Proposed Method
Before going into the detail of our proposal, we describe

the threat model. Our threat model is information leakage at a
database server. The adversary is a malicious CSP that has free
access to memory and storage. Specifically, the adversary can
steal data in memory by memory dump or cold boot attacks and
data in storage by physically obtaining storage devices. Note that
the retrieval of sensitive data or encryption keys directly from
Intel SGX [6] [7] is beyond the scope.

As a general database that supports many kinds of queries,
this paper limits the target queries for simplicity to basic
CRUD operations (CREATE, INSERT, SELECT, UPDATE,
and DELETE). Note that the support of queries such as
subqueries and joins is future work.

For making processes independent for the secure and un-
secured area, we design a table with secure columns. We
focused on the fact that database tables generally consist of
several columns having either sensitive data or non-sensitive
data. For example, suppose that a table in a database that
stores company employee information includes name, age, and
hometown. In this case, only the hometown is non-sensitive
information because of public data while name and age are
sensitive. As these sensitive or non-sensitive data are different
in a table, the proposed system allows users to define the
confidentiality of data on a column-by-column basis when the
table is created. In the proposed system, only the processing
of sensitive data is performed in the secure area, and all
other processing is performed in the unsecured area in order
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Figure 1. Proposed System Overview.

to improve resource utilization efficiency. Figure 1 shows
this concept where columns of sensitive data, called sensitive
columns, (c1 and c2) are treated in the secure area while
columns of non-sensitive data, called non-sensitive columns,
are processed in the unsecured area.

A. Sensitive Information

The proposed architecture is shown in Figure 2. We handle
four types of information that may contain sensitive data in the
proposed architecture: (1) queries, (2) query trees, (3) plan trees,
and (4) sensitive buffer pools. We describe them one by one.
(1) Query: As queries may contain sensitive data (e.g., IN-
SERT statements including sensitive data or queries containing
WHERE clauses that specify values of sensitive data), all queries
must be processed in the secure area. If the query does not
contain sensitive data, data processing for the query is done in
the unsecured area.
(2) Query Tree: The query tree is an abstract syntax tree of a
query and therefore contains the same sensitive information as
the query. Therefore, our system processes the query tree in the
secure area.
(3) Plan Tree: A plan tree is a tree structure that shows the
optimal query plan for a query tree. As a plan tree is used to
issue instructions to process data in reality, it must be separated
for the secure and unsecured areas in accordance with sensitive
or non-sensitive columns. To avoid communication between two
areas, we here have to make two different (non-related) plan trees
for secure and unsecured areas.
(4) Buffer Pool: Since each record contains both non-sensitive
and sensitive data, the non-sensitive data of all records is
deployed in the non-sensitive buffer pool in the unsecured area
and the sensitive data of all records is deployed in the sensitive
buffer pool in the secure area. Each buffer pool is a fixed-length
array of pages with a specified size (8KB, the same as the default
setting of PostgreSQL), as in general RDBMS.

B. Design details of each module

The proposed system consists of 13 modules. We describe the
function and key points of each module in the proposed method.
Communication Process, Decryption: The Communication
Process ( 1O in Figure 2) performs RA and query reception. A
database client performs RA verification to determine whether
or not the cloud server’s platform (CPU) and the secure area
can be trusted. If the client accepts the RA verification results
and trusts the server platform and the secure area, the client
encrypts the query using the symmetric key generated in the
RA process and sends it to the cloud. After the communication
process receives the encrypted query, it is sent to the secure
area, and Decryption ( 2O in Figure 2) decrypts the query using
the symmetric key held within the secure area.
Parser: Parser ( 3O in Figure 2) generates a query tree from the
query in the secure area.
Query Planner: The query planner ( 4O in Figure 2) generates a
tree structure data called a plan tree representing the optimal
query plan. The query planner optimizes a query tree so
as to process the query efficiently, reducing the number of
computations or data access to storage. The optimization is done
for the entire query tree without taking care of non-sensitive or
sensitive columns in this module.
Query Separator: The query separator ( 5O in Figure 2) can
divide the optimal plan tree into a sensitive plan tree that handles
only sensitive columns and a non-sensitive plan tree that handles
only non-sensitive columns. If a query tree includes one or more
sensitive columns, the query separator creates a new plan tree,
called a sensitive plan tree, including sensitive columns only,
which has the same structure as the original plan tree. Regarding
non-sensitive columns, it makes the same tree remain non-
sensitive columns only, which is called a non-sensitive plan tree.
However, there are some queries that cannot be simply divided.
Figure 3 shows the division of the plan tree of SELECT (name,
club) FROM USER WHERE country = ’Japan’;. The table
USER consists of three columns: name, club, country. Only
name is a sensitive column in this case. In this query, the
name column data to be selected depends on WHERE country
= ’Japan’, but the country column cannot be included in the
sensitive plan tree because it is a non-sensitive column. In the
proposed system, the sensitive plan tree generated by the division
has an empty WHERE clause. After finishing the process of
the non-sensitive plan tree, the WHERE clause of the sensitive
plan tree refers to the identifiers (id1, id2, ..., id𝑛 in Figure 3)
of records satisfying WHERE country = ’Japan’. Division
of the plan tree is particularly important in the processing of
complex queries with multiple subqueries, and it is the future
work to design algorithms for processing like that queries
efficiently utilizing the secure areas and reducing the number
of communications between the secure and unsecured areas.
Query Executor: The Query Executor generates specific data
processing instructions according to a plan tree. As the query
separator makes two plan trees, non-sensitive and sensitive plan
trees, the query executor is also required to be two in order
to execute these two trees in the secure and unsecured area,
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Figure 2. Architecture of the Proposed System.

Figure 3. Division of the Plan Tree.

Figure 4. Data Page Structure in PostgreSQL.

respectively. We call it running in the secure area as a sensitive
query executor while it is in the unsecured area as a non-sensitive
query executor. Their function of them is identical except for the
area they are running.
Buffer Manager: As a query is processed in parallel in both the
secure and unsecured area, two buffer managers work in those
areas, respectively, called sensitive and non-sensitive buffer
managers. The functionality of the buffer manager is to handle
the buffer pool based on data processing instructions issued by

the Query Executor. The buffer manager in the unsecured area
( 8O in Figure 2) operates the non-sensitive buffer pool, while the
buffer manager in the secure area ( 9O in Figure 2) operates the
sensitive buffer pool.

Storage Engine: Storage Engine (10O in Figure 2) performs
general file I/O processing and store pages of buffer pool in the
storage. Storage engine stores sensitive buffer pools and non-
sensitive buffer pools in storage for persistent data. To protect
the sensitive buffer pool, the sensitive data in the buffer pool
needs to be encrypted before going to the unsecured area. The
encryption is done by using the sealing (11O in Figure 2) function
of Intel SGX, which is the encryption function using a secret
key of the CPU. To extract the encrypted data in the secure area,
unsealing (11O in Figure 2) function is provided.

We explain the page structure of the buffer pool and how pages
of the buffer pool are stored in the storage. The page structure
of the buffer pool is similar to that of PostgreSQL as shown in
Figure 4. PostgreSQL holds fixed-size memory for every page
and manages data with a record unit on a page. On a page, every
record is placed from the end of the page back-to-back, and those
pointers (P) indicating the location of every record are put one
by one after the header information. Note that a page contains the
page header (Header in Figure 4) and the record header (H1, H2,
H3 in Figure 4). The page structure of the proposed system is the
same as PostgreSQL but the page of the sensitive buffer pool has
only sensitive data of records and the page of the non-sensitive
buffer pool has only non-sensitive data of records. When storing
buffer pool pages, sensitive data must be encrypted by Intel SGX
sealing before storing sensitive pages. The simplest method is
to encrypt the entire sensitive page. However, since the length
of the encrypted byte array for the entire page exceeds 8KiB
(page size), it becomes impossible to manage the data by fixed-
length pages in the storage. In fact, it is sufficient to encrypt
only the sensitive data on the sensitive page. Thus, a method to
encrypt only the sensitive data of each record is considered, but it

41Copyright (c) IARIA, 2023.     ISBN:  978-1-68558-056-8

DBKDA 2023 : The Fifteenth International Conference on Advances in Databases, Knowledge, and Data Applications

                            49 / 57



TABLE I
Student Table for Evaluation

columns id name university club
type integer char(100) char(100) char(50)
attribution normal sensitive normal sensitive

1 // Query-1
2 INSERT INTO STUDENT (id, name, university , club)
3 values (1, "John", "NAIST", "soccer");
4 // Query-2
5 UPDATE STUDENT set name = "Mike" where id = 1;
6 // Query-3
7 DELETE from STUDENT where id = 1;
8 // Query-4
9 SELECT * FROM STUDENT;

Figure 5. Transaction for Evaluation.

requires encryption of the number of records on a page, thereby
incurring extra overhead. Considering the above, the proposed
system adopts the method of encrypting all records (including
the header of each record) on a sensitive page at once. In this
way, only one encryption per page is required.
Vacuum Process: Vacuum Process is a background process that
periodically cleans up buffer pools becoming dirty as a result of
repeated data processing. This process runs in the secure area
and unsecured areas (12O, 13O in Figure 2) to handle sensitive and
non-sensitive buffer pools, respectively.

V. Evaluation
As a security evaluation, it is necessary to show that the

confidentiality of sensitive information is ensured. In this study,
the confidentiality of sensitive information means that the
sensitive information exists as plain text only in the secure area
and is always encrypted in the unsecured area. In Section IV, we
can see that all sensitive information is processed in the secure
area and is always encrypted before being sent to the unsecured
area, so confidentiality is ensured.

We evaluated the performance of the proposed system. The
experimental environment used for performance evaluation
was Ubuntu 20.04LTS OS, on Intel(R) Core(TM) i7-6700HQ
CPU @ 2.60GHz, 4 CPU cores, SODIMM DDR3-1600 8GiB
memory, Samsung SSD 860 500GiB. In this experimental
environment, the available secure area is limited to 128 MiB
at the same time due to the Intel CPU version. The proposed
system was implemented with C++ and Intel SGXSDK [8],
a development tool for SGX applications. In the performance
evaluation, we evaluated the secure area usage (the amount
of peak stack and heap memory in the secure area) and the
execution time (a period between receiving a query from a client
and generating a reply to the client) for the transaction of Figure
5. Note that the value of each query and the right-hand value of
the WHERE clause vary by transaction.

We compare the secure area usage and execution time for
processing 1, 10, 100, and 1000 transactions respectively on the
proposed system and a comparative system (same features as
EnclaveDB), which processes all data in the secure area. Also,

Figure 6. Peak Secure Stack and Heap Usage of Transactions.

Figure 7. Execution Time of Transactions.

we ran the system three times for each transaction volume and
used the average values of secure area usage and execution time
as the evaluation values. The evaluation of secure area usage
is shown in Figure 6, and the evaluation of execution time is
shown in Figure 7. As Figure 6 shows, the proposed system uses
less secure area than the comparative system for all 1, 10, 100,
and 1000 transactions. As Figure 7 shows, the execution times
of the proposed method and the comparative system are almost
the same for 1, 10, and 100 transactions, but the overhead of
the comparative system is about 3.3 times larger than that of the
proposed method for 1000 transactions. Since the secure area
available in the experimental environment is 128 MiB (96 MiB
excluding reserved area), paging occurs very frequently for 1000
transactions of the comparative system, which uses much more
than 96 MiB of the secure area. Thus, the proposed method
improves execution speed over the comparative system when
handling a large amount of sensitive data. In this evaluation, we
used our own tables and transactions with transaction volumes
of 100, 101, 102, and 103. It is future work to evaluate the results
for larger transaction volumes and standard benchmark tests.

We explain the amount of change in secure areas and the
number of communications between secure/unsecured areas as
the number of tables, columns, and records increases. Since the
database tables are managed in the unsecured area, the usage
of the secured area does not increase even if the number of
tables increases. When the number of sensitive columns or the
number of records containing sensitive data increases, the usage
of the secure area increases by the size of the secure area, but
the number of communications between the secure/unsecured
areas during query processing remains the same. However, if
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TABLE II
Score Table

columns id name score1 score2
type integer char(100) integer integer
attribution non-sensitive sensitive non-sensitive sensitive

TABLE III
Score Database

id name score1 score2
1 John 86 68
2 Tom 95 98
3 Mike 58 99

the number of sensitive columns or records greatly increases,
the secure area will be overutilized, and resource utilization
efficiency will decrease. Thus, the proposed system can process
even a large database consisting of multiple tables without
incurring significant overhead if there is not a large amount
of sensitive data.

VI. Discussion
A. Extended RDBMS functionality

The current design ensures the confidentiality of sensitive
data for queries that perform basic CRUD operations, but there
are some queries that leak sensitive data. For example, suppose
there is a table SCORE such as TABLE II and a database such
as a TABLE III, and the query of Figure 8 is processed. In this
query, Since score1 is a non-sensitive column, WHERE score1
< · · · is performed in the unsecured area. Thus, the return
value of SELECT score2 FROM WHERE id = 2 must be used
in the unsecured area, leading to the leakage of sensitive data
because score2 is a sensitive column. However, since processes
in the secure area can directly handle data in the unsecured area,
we can compare sensitive data with non-sensitive data without
storing the non-sensitive data in the secure area. It is necessary
to process and evaluate such queries.

The system proposed in this study lacks important functions
such as a transaction manager and a log manager, which are
included in many RDBMS. It is necessary to evaluate whether or
not the addition of such functions will ensure the confidentiality
of sensitive data and whether or not the system can demonstrate
practical performance.

B. Reduce Overhead due to communication between secure
and unsecured area and Paging Reduction

As explained in Section III, communication between se-
cure/unsecured areas and page swapping due to excessive use

1 SELECT * FROM SCORE
2 WHERE score1 < (
3 SELECT score2 FROM SCORE
4 WHERE id = 2
5 );

Figure 8. Sensitve Data Leakage Query.

of secure areas incurs a large overhead. In the proposed system,
these overheads are a serious problem when processing large
amounts of sensitive data. As solutions to these problems,
Intel SGX provides Switchless Call [9], which enables the
communication between secure/unsecured areas without context
switches and Eleos [10] enables paging within the secure area,
thus reducing the paging overhead. The implementation of these
techniques in our proposed system can improve performance.

C. Security Vulnerabilities
The secure area of Intel SGX is vulnerable to side-channel

attacks, which can leak secret keys and internal registers [6]
[7] [11] [12], but methods to mitigate these attacks significantly
with little overhead are being studied [13] [14].

VII. Conclusion
In this paper, we proposed data protection for RDBMS that

ensures data confidentiality while improving overall resource
utilization efficiency using Intel SGX, a TEE with high-security
features. The system efficiently utilizes the secure area by
offloading only sensitive data and the processes that handle them
to the secure area. In particular, in the case of handling both
sensitive data and large amounts of non-sensitive data, the pro-
posed system has improved both resource utilization efficiency
and execution speed compared to the system processing all data
in the secure area. We need to work on designing more query
support and other important modules in the future.
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Abstract—This work in progress expands a previous study, 

where we proposed a decision-making framework designed to 

address the following need: an end-user contacts a domain 

expert to help him solve a problem. The end-user and the 

domain expert establish an interaction between them, consisting 

of questions and answers. This interaction is required to be 

effective, and to this end, the number of questions must be 

limited. The purpose of the framework is to suggest the next 

question to the domain expert, while he interacts with the end 

user. The framework consists of inference algorithms, making 

use of the domain expert’s knowledge, which is structured into 

a knowledge graph. During the interaction, the end-user 

provides data that is fed into the graph as evidence and serves 

the inference algorithms to refine the next recommended 

question to the domain expert.  The proposed extension refers 

to the addition of an existing ontology, describing the relevant 

domain, to the framework's base of knowledge. In particular, 

we want to take advantage of the knowledge, existing in the 

ontology (i.e., concepts and their relations), to enrich the 

framework's ability to offer a greater and more accurate range 

of questions. In the paper, we describe the proposed extension, 

followed by a case study.  

Keywords-knowledge graph; semantic reasoning; medical 

diagnostic; decision support systems; ontologies. 

I.  INTRODUCTION  

The world of “big data” produces many challenges [1], 
One of them refers to the integration of big data in the 
technological realm dealing with decision-making processes 
to leverage these processes. Considering different needs, there 
are several types of decision-making processes, each requiring 
a suitable setup [2].  

Our ongoing research [3] focuses on decision-making 
processes with the following setup: the process involves two 
entities - an end user (which is also the process initiator) and 
a domain expert (which assists the end-user to solve a 
problem); the entities establish an interaction, consisting of 
questions and answers, and is required to be as limited as 
possible (in time, the number of questions, money, etc.). 

Given the above setup, we propose a semantic technology-
based framework, which assists the domain expert in solving 
the end-user’s problem, by suggesting a set of questions 
(inferred from the integrated big data) for the end user, such 
that the cycles of questions and answers will be reduced.  

Our framework includes three components: (a) a formal 
representation of the relevant domain expert’s knowledge 

using semantic technology, specifically a knowledge graph, 
which has emerged as a natural way of representing connected 
data [4], (b) an interactive set of algorithms, using the 
knowledge graph, and initial knowledge provided by the end 
user. The framework suggests relevant questions to the end 
user, while his/her answers advance the domain expert in the 
decision-making process and become input for the next 
iteration. The iterations will stop once the domain expert is 
satisfied, and a decision is made; (c) a domain-specific 
ontology, which is integrated into the knowledge graph. The 
ontology enriches the knowledge graph, thereby expanding 
the set of questions the domain expert can ask the end-user. 
The larger the question space, the more accurate decisions the 
domain expert can make. 

The framework can support several domains that comply 
with the required setup; to demonstrate this, we chose to focus 
on the medical domain. To that end, we built a knowledge 
graph, which consists of two types of nodes representing 
diseases and symptoms. The directional edges, going from a 
symptom node to a disease node, represent a symptom that 
characterizes the disease. It is possible that a specific symptom 
can characterize several diseases. The goal of the decision-
making process is to assist the domain expert to decide on a 
diagnosis (i.e., provide an explanation for a given set of 
symptoms based on analyzing available data). 

The terms: disease, symptom, and diagnosis can be 
generalized, thus being used to represent other domains. For 
instance, in the domain of appliance repairs: the symptom 
represents a problem, the disease represents a malfunction, 
and the diagnosis is a fault identification. 

The rest of the paper begin with reviewing knowledge 
representations (Section 2). We then briefly introduce the 
proposed framework (Section 3) and its new extension. Then, 
we provide further details on the KG enrichment by using the 
Symptoms Ontology (Section 4). In Section 5, we compare 
the previous version of our work with the current one. lastly, 
in section 6, we discuss our contribution and future work.  

II. BACKGROUND: KNOWLEDGE REPRESENTATION 

According to Davis [5], a Knowledge Representation 
(KR) serves five roles: as 1) a surrogate to enable an entity to 
determine the consequences of a plan or idea; 2) a set of 
ontological commitments about how and what to see in the 
world; 3) a fragmentary theory of intelligent reasoning; 4) a 
medium for efficient computation; and 5) a medium for 
human expression.  
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In this section, we review methods of KR: knowledge 
graphs, ontologies, and semantic technology. 

A. Knowledge Graph 

Knowledge Graphs (KG) represent information by 
converting data into a coded form, in particular by formulating 
relationships between entities into graph structures. KGs, also 
known as semantic graphs, generate interest among academic 
and industrial researchers, who deal with a wide variety of 
topics that all have the need to represent knowledge in 
common. 

KGs have the property of providing semantically 
structured information. This property enables KGs to provide 
creative solutions for important tasks, such as answering 
questions [6], recommendation systems [7] and information 
retrieval [8]. Knowledge graphs are also considered to hold 
great promise for building smarter machines. KGs are also 
considered to offer great promise for building more intelligent 
machines. 

B. Ontology 

An ontology [9] is an explicit, machine-interpretable 
specification of a conceptualization—that is, the entities, or 
concepts, that are presumed to exist in some area of interest, 
their attributes, and the relationships amongst them. Ontology 
defines a common vocabulary for humans and machines that 
need to share information in a domain. The key reasons to 
develop ontologies includes [10]: 1) to enable the sharing of 
common understanding about the structure of information, 
among people or software agents; 2) to allow reusing of 
domain knowledge; and 3) to analyze domain knowledge. 

C. Semantic Technology 

Semantic technology represents a family of technologies 
that seek to derive meaning from information. That is, manage 
knowledge and join different data streams to perform 
inference. Representing knowledge is naturally done using the 
domain ontologies, and since the ontologies are based on a 
graph model, it is common to use a graph model to represent 
and store the data. By using graph representation for both the 
data and the domain knowledge, graph algorithms are used in 
order to infer new insights.  

III. THE FRAMEWORK  

In this section, we briefly introduce the proposed 
framework in [3], which includes a collection of algorithms 
and the flow between them. Then, we describe our extension 
to the framework, which is our current work.  

We aim for interaction-based decision-making processes. 
The interaction is between a domain expert and an end-user, 
and results in a limited number of iterations consisting of 
questions that the framework suggests the domain expert ask 
the end-user. The decision-making process will progress 
according to the end-user’s answers. 

When we analyzed these types of processes, we concluded 
that they can be generically modeled as a collection of 
symptoms and diseases. Eventually, the process goal is to 
assist the domain expert to decide on a diagnosis (i.e., provide 
an explanation for a given set of symptoms based on analyzing 

available data). Questions that may arise during the diagnosis 
process are of the type: Does the end-user have a particular 
symptom?  

The above terms (i.e., symptoms, diseases, questions, and 
diagnoses) produce a jargon that can naturally be used in the 
medical diagnostic domain, yet it is also suitable for other 
domains, such as appliance repairs: the symptom represents a 
problem, the disease represents a malfunction, the diagnosis is 
a fault identification, and a typical question can be: Does the 
end-user have a particular problem with his appliance? 

In the rest of this section, we describe the framework 
presented in [3] along with its algorithms, and the extension 
of this work.  

We start with building a knowledge graph from raw data, 
which will assist in exploring the relationships between 
diseases and symptoms. Following this, we use the Louvain 
hierarchical clustering [11] on the KG (Algorithm 1) to find 
communities (i.e., clusters of diseases that have similar 
symptoms). Then, given the symptoms reported by the end-
user (called evidence symptoms), we find the possible 
diseases that are compatible with the evidence symptoms 
using inference on the KG (Algorithm 2). At this point, we 
infer the most probable community to include the end-user 
disease and suggest to the domain expert a question 
(symptom) that indicates this community (Algorithm 3). 
Lastly, we find the best diseases and symptoms that the end-
user might have, to suggest to the domain expert (Algorithm 
4), to address the improvement of the diagnostic process. 

The whole framework is divided into two main parts: the 
first part, the pre-processing part, is carried out once the 
framework is launched; while the second part, the processing 
part, is carried out each time a new request arrives in the 
framework. This current work expands on our previous work. 
As mentioned, it semantically enriched the knowledge 
maintained within the framework. In particular, the new 
addition expanded the pre-processing part, in step 2 (See 
Figure 1 for the new architecture of the pre-processing part). 

A. Pre-Processing Part 

Input: A list of diseases and their symptoms. 
Step 1: Construct a knowledge graph (KG) of diseases and 
symptoms. The left hand side of Figure 4 exhibits an example 
of a such KG. 
Step 2: Enrich the KG with symptoms Ontology [12]. (See 
Section IV for more details). 
Step 3: Cluster the diseases into groups (called communities), 
according to their symptoms: diseases with similar symptoms 
will be in the same community (Algorithm 1, from [3]).  

B. Processing part 

This part is presented in detail in [3]. 
Input: k evidence symptoms 
Step 1: Find the most probable diseases: the possible diseases 
that are compatible with evidence symptoms (Algorithm 2). 
Step 2: Infer and suggest to the domain expert (repeatedly as 
required) a question (symptom) that indicates the most 
probable community to include the end-user disease 
(Algorithm 3). 
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Step 3: Infer and suggest to the domain expert a list of diseases 
the end-user might have and their related questions 
(symptoms), sorted by relevance (Algorithm 4). 

Figure 1.  The architecture of the new pre-processing part 

C. Contribution of the Semantic Technology Extention  

Adding the ontology to the KG, as part of the Pre-
Processing part (see Figure 2), has a main role in enriching 
the semantic knowledge of the domain expert. The KG is 
data driven knowledge, based on the historical 
examination of domain experts [13], and does not consist 
of the structure of the symptoms themselves (hierarchy). 
Adding this knowledge to the KG assists the 
recommendations process by inferring new relations, and 
thus inferring new relevant diseases to the domain expert. 

Figure 2.  The Semantic Technology Architecture 

IV. GRAPH ENRICHMENT ALGORITHM 

In this section, we present Step 2 of the Pre-Processing 
part: the enrichment of the KG using the Symptoms Ontology 
[12]. The Symptoms Ontology (SYMP) consists of nodes 
representing the symptoms, and edges representing an isA 
relation between symptoms. Thus, the ontology represents the 
hierarchy of the symptoms. The right-hand side of Figure 4 
exhibits an example of such ontology. After constructing the 
KG (step 1 of the Pre-Processing part), and storing it using 

Neo4j Graph Database, the ontology SYMP is added to the 
database, and then we perform the following procedures: 

A. Add Symptom Nodes to the KG 

• For all edges 𝑒 = (𝑠𝑖 , 𝑠𝑗) in SYMP, such that 𝑠𝑗 ∈ 𝐾𝐺 

and 𝑠𝑖 ∉ 𝐾𝐺: 
o  Add 𝑠𝑖  as a symptom node to KG.   

• For all edges 𝑒 = (𝑠𝑖 , 𝑠𝑗) in SYMP, such that 𝑠𝑖 ∈ 𝐾𝐺 

and 𝑠𝑗 ∉ 𝐾𝐺: 

o  Add 𝑠𝑗  as a symptom node to KG 

B. Add isA Relations between Symptoms in the KG, 

according to the Ontology 

• For all edges 𝑒 = (𝑠𝑖 , 𝑠𝑗) in SYMP, such that 𝑠𝑗 ∈ 𝐾𝐺  

and 𝑠𝑖 ∈ 𝐾𝐺  : 
o Add the edge (𝑠𝑖, 𝑠𝑗) to KG, labeled isA.  

Figure 3 presents the legend we use in Figure 4 and Figure 
5. Figure 4 and Figure 5 present the construction and the 
integration of the ontology into the KG. 

Figure 3.  Legend 

Figure 4.  On the left side the KG, on the right side the Ontology 

Figure 5.  The Knowledge Graph Enrichment  
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V. COMPARING THE PREVIOUS WORK WITH THE 

CURRENT  

The new edges that were added to the knowledge graph 
(the ontological edges - painted in orange), semantically 
enriched the space of questions, and are used by the domain 
expert. In the previous work, the selected symptoms were 
those that reinforce the most probable disease (independent of 
the other symptoms the patient has). In the current work, the 
symptoms that will be examined are those that will strengthen 
the most probable disease, and are also semantically related to 
the other symptoms of the patient. 

To illustrate the influence of this semantic enrichment, 
let’s consider the following scenario: A patient arrives with 
the following two symptoms: 𝑠1, 𝑠2  and 𝑠5 . These are our 
evidence symptoms. Therefore, the patient’s probable 
diseases are 𝑑1, 𝑑2, 𝑑3 and 𝑑4. Since 𝑠2 is an evidence, and 𝑠3 
isA 𝑠2, the symptom 𝑠3 is more likely to be considered to the 
domain expert in the hypothesis that 𝑑1  is the patient’s 
disease. In addition, since  𝑠5 is an evidence, and 𝑠6 isA 𝑠5, the 
symptom 𝑠6  is more likely to be considered to the domain 
expert in the hypothesis that 𝑑3 is the patient’s disease.  

VI. CONCLUSION AND DISCUSSION 

This section summarizes our results including our 
contribution, and present our future work.  

A. Summary 

In most areas of life, one can find decision-making 
processes, which makes this topic interesting for relevant 
research. At the same time, since these processes are found in 
many worlds of content, there is a wide and rich variety of 
decision-making processes, characterized by different needs. 
Therefore, in any attempt to support this topic, we must focus 
on a specific subtopic, characterized by specific requirements. 

In the current (and ongoing) work, we focus on decision-
making processes with the following configuration: an end-
user and a domain expert are involved in the process, which 
establishes an interaction between them, consisting of 
questions and answers, to address a problem of the end-user. 
The domain expert uses the suggested framework to make the 
interaction as limited as possible (in time, the number of 
questions, money, etc.). 

B. Contribution 

In our previous work [3], we introduced for the first time 
the framework we built, including a detailed description of the 
algorithms that we developed as part of the framework, which 
enable inference of big data. The innovation of [3] stems from 
the use of semantic technologies, including a graphical data 
model, combined with unique algorithms.  

In the current work, we introduce an extension to our 
framework, such that a domain-specific ontology is integrated 
into the knowledge graph, and hence expands the space of 

questions the domain expert can ask, resulting in a more 
accurate inference algorithm.  

C. Future work 

We want to develop the current research, in particular, to 
explore the contribution of the ontology to the decision-
making process, and to run a case study on the knowledge 
graph we created in the previous study, after incorporating the 
ontology into that graph.  

In addition, we wish to explore the possibility of using  
weighted edges in the knowledge graph for representing the 
cost of each question. 
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Abstract—Classification of Diabetic Foot Ulcers (DFU) wounds
using computerized methods is becoming an important research
area due to development of machine learning and deep learning
algorithms for image classification. In this work an efficient
ensemble of several deep neural networks has been proposed
for classification of DFU images. Simulation experiments with
publicly available Diabetic Foot Ulcers Grand Challenge (DFUC
2021) data set has been done to justify the proposal. The
performance of the ensemble has been studied and it is found
that the ensemble produced a classification accuracy of 91%
with a reasonable computational cost which is considered higher
compared to the existing approaches.

Index Terms—Diabetic foot ulcers classification, deep neural
network, ensemble classifier

I. INTRODUCTION

Deep Neural Networks (DNN) are increasingly used in
medical image analysis as a part of the development of
computer aided diagnosis systems. Automatic detection and
classification of Diabetic Foot Ulcers (DFU) wounds using
deep learning tools is one of such applications. DFU is one
of the major complications of diabetes. DFU with infection
and ischemia can be a serious threat to the patient, leading to
death. Early detection and classification of wounds according
to the presence of infection, ischemia or both is needed for
successful treatment. A comprehensive assessment of several
techniques for detection of DFU based on Diabetic Foot Ulcers
Grand Challenge (DFUC) 2020 dataset is reported by Yap
et al. [1]. The DFUC 2020 classification results reported in
various literature so far are summarized by Zhang et al. [2].
Most of the research works on binary classification of DFUC
2020 by deep networks are based on Convolutional Neural
Network (CNN) architecture and its several variants. Goyal et
al. proposed DFUNet based on CNN [3] and an ensemble of
CNN and SVM [4] for binary classification of normal and
DFU images and infection vs non-infection, ischemia vs non-
ischemia, respectively. Xu et al. [5] used vision transformer
model and Das et al. [6] used ResNet for binary classification
of infection vs non-infection and ischemia vs non-ischemia
classes. Diabetic Foot Ulcers Grand Challenge (DFUC) 2021

results are summarized by Cassidy et al. [7]. DFUC 2021 data
set contains four classes of DFU wounds i.e., with infection,
with ischemia, with both and none. Several deep learning
models and their ensembles are proposed by challengers and
the best F1 score on test data were reported as 0.63%.

In this work, several deep neural network models are used
for four class classification task of DFUC 2021 data set.
The performance of each model has been assessed using
several metrics like classification accuracy, precision, recall
and F1 score. Finally, an ensemble of top 3 individual neural
network models is proposed for the classification task and the
performance study by simulation experiments has been done.
In section 2, a brief description of the data set and deep neural
networks are presented. Section 3 describes the simulation
experiments and results followed by section 4 containing
conclusion and future work.

II. DATA SET AND DEEP NEURAL NETWORKS
A. Data set

The Diabetic Foot Ulcers data set (DFUC2021) reported
by Yap et al. [8] is a pathology analysis data set focusing
on infection and ischemia. The final release of DFUC2021
consists of 15,683 DFU patches, with 5,955 training, 5,734
for testing, and 3,994 unlabeled DFU patches. The data set
consists of images of four distinct classes which are infection,
ischemia, both infection and ischemia, none. Among 5955
training samples, 2,552 samples are without ischemia and
infection, 2,555 samples are infection only, and 621 samples
are both infection and ischemia, 227 samples are ischemia
only. As the number of samples in 4 classes are not balanced,
image augmentation techniques (oversampling) are used to
increase the number of samples in the classes having less
number of samples. Simulation experiment is performed on
the both imbalanced and balanced data sets of DFU images.

B. Deep Neural Networks

In this study, popular deep neural networks for various
image classification tasks are used. They are VGG16, VGG19,
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TABLE I
RESULTS FOR IMBALANCED DATA

Model Accuracy Precision F1 Score Time
VGG16 0.69 0.50 0.52 20:12
VGG19 0.70 0.54 0.57 15:50

ResNet50 0.53 0.35 0.34 23:22
EfficientNetB0 0.42 0.18 0.25 29:08

ResNet50, DenseNet121, InceptionV3, EfficientNetB0 and Ef-
ficientNetB7.

III. SIMULATION EXPERIMENTS AND RESULTS

A. Simulation Experiments

Simulation experiments are done with training set images.
All the images are used as RGB images and were resized
to a size of 224 × 224 × 3 and normalized. All the net-
work models used in this study are initially pretrained with
ImageNet data set. The pre-processed DFU images are then
fed to different network models with ImageNet weights. Each
model is trained for 20 epochs and batch size of 32 for both
imbalanced and balanced data using train-test-validation-split
of 70%,20%,10% for training, testing and validation of images
respectively. Oversampling of minority classes of the data set
is done to increase the number of samples in minority classes
equal to majority sample classes. Several image processing
techniques like rotating the training images by random rotation
angles, horizontal and vertical flips, contrast and brightness,
shearing, and zooming in and out of the images have been
done as oversampling. Finally, 5-fold Stratified K-fold Cross
Validation with k=5 has been done with Stochastic Gradient
Descent (SGD ) as optimizer for 50 epochs for the balanced
data set. To avoid the overfitting of the models we used dropout
rate of 50% in all the layers.

B. Simulation Results

Table I represents the performance of some of the models
in terms of classification accuracy, precision, F1 score and
computational time in min:sec with original data set without
balancing with a train-test-validation-split of 70%,20%,10%.
VGG19 seems to be the best model according to classification
accuracy. After using balanced data sets, the classification
accuracy increased to 0.76 for VGG16, 0.79 with VGG19,
0.61 for ResNet50, 0.59 with ResNet101 and 0.54 for Effi-
cientNetB0.

Table II represents the performance of all the models
in terms of classification accuracy, Precision, F1score and
computational time in hours:min after fine tuning of the
models and using Stratified 5-fold Cross Validation technique
with 50 epochs over balanced data set. It is found that the
top three performing deep network models are DenseNet121,
InceptionV3 and VGG19 respectively. An ensemble of the
above three models is proposed in this study in order to
achieve better results. The initial layers of individuals models
are locked with weights pretrained by ImageNet, the last layers
are trained by training set followed by the full connected layers
for averaging the output prediction of the three independent

TABLE II
RESULTS FOR BALANCED DATA

Model Accuracy Precision F1 Score Time
VGG16 0.779 0.794 0.776 3:54
VGG19 0.842 0.844 0.841 3:20

ResNet50 0.785 0.786 0.785 3:55
DenseNet121 0.891 0.891 0.891 3:06

EfficientNetB7 0.544 0.469 0.503 3:57
EfficientNetB0 0.433 0.242 0.276 3:58

InceptionV3 0.863 0.865 0.863 3:17
Ensemble 0.916 0.917 0.916 4:04

models. Finally, a softmax activation layer is used for the
output class. The classification performance of the ensemble
model is reported in the last line of Table II. It is found that
the classification accuracy of the ensemble model is higher
than the individual models.

IV. CONCLUSION AND FUTURE WORK

Automatic classification of DFU wounds help doctors in
early detection of severity of the disease and save time for
treatment. This paper examines several deep neural network
models for their effectiveness in four class classification of
DFUC 2021 data set and an ensemble of top ranking models
is proposed. It has been found that the classification accuracy
of the ensemble model is higher than the individual models and
reported research works in this problem. But the computational
cost is higher than the individual models. The model should be
tested for other DFU data sets and compared to other existing
high performing models as the future work.
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