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Abstract 

There are a large number of scientific publications that focus on the development and evaluation of artificial intelligence (AI) 
models for the detection of various pathologies in the field of sleep medicine. However, most of these publications do not show 
the process or methodology to be followed for the final deployment of these models in a complete diagnostic system (in terms of 
software and hardware). This is a major drawback when translating from the development or research environment to the real 
clinical setting. This work focuses on a methodology for deploying an AI model for sleep apnea detection with the end user in 
mind: the clinician. For the deployment, the transmission of data between the device, the cloud platform and the machine 
learning server, as well as the protocols used, were considered. In addition, the storage and visualization of the data has been 
taken into account so that it can be analyzed accurately by experts. 
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1.Introduction 
 
The development of artificial intelligence models in both academic and industrial contexts is a current priority [1, 

2, 3]. The exponential growth of artificial intelligence has the potential to revolutionize numerous aspects of our 
lives [4]. However, it is in the field of medicine where the most promising results are expected, due to the potential 
for greater precision, higher speed in the diagnosis of diseases and the development of more effective treatments 
based on the characteristics of each patient [6,7,8]. However, the development of artificial intelligence models in 
medicine is one of the fields where it is most challenging for the models to be used in a real clinical environment 
after their development [5,9,10]. This is due to the fact that the development of the models and validation is done 
with data from real patients, where privacy should be of paramount importance [11]. Moreover, the accuracy of the 
outcome of these models is of particular importance, as if the models are developed to assist doctors in decision-
making, a poor prediction may result in a misdiagnosis of the disease or an inadequate treatment, which carries 
significant risk [5,12,13]. Another disadvantage of the utilization of artificial intelligence models in the field of 
medicine is the heterogeneity of clinical environments [14]. This presents a challenge in obtaining a sufficient 
quantity and quality of data for the development of models [15].  

As stated, the development of AI models presents a number of challenges, yet another technical obstacle hinders 
the wider deployment of AI models in both a scientific and a clinical environment. A review of the scientific 
literature reveals an extensive number of models developed for the detection of various diseases [16,17,18,19]. 
These models demonstrate reasonable accuracy for use in the clinical environment. However, few scientific papers 
demonstrate how AI models can be deployed in a manner that enables end users, such as doctors, to utilize them 
[20]. In addition, depending on the medical field in which the model is applicable, there is one crucial aspect when 
developing artificial intelligence models in medicine: the explainability of the model [5]. The inability to analyze the 
predictions of AI models renders them unsuitable for use in the medical field. This aspect should be taken into 
account during the deployment of models. In the field of sleep medicine, where the diseases it harbours can lead to 
other pathologies, the approach used to generate results is particularly important [21,22]. 

Conversely, the deployment of AI models for the purpose of disease detection, in particular sleep apnoea, is 
technically complex. The machine learning model must be deployed and integrated with the device that collects the 
signals from the patient. Polysomnography is the most commonly employed method for the detection of sleep apnea, 
although alternative approaches utilizing portable monitors are becoming increasingly prevalent. Consequently, this 
methodology will be employed to elucidate the methodology employed for the deployment of AI models for apnea 
recognition. In general, the models should operate with a software platform (which may be in the cloud) for data 
transmission and management [6]. 

As already mentioned, there are not many scientific works in the literature that show a way to deploy artificial 
intelligence models in the field of medicine [23]. This is not only something that should be done at the end of the 
development stage of a complete system, but also during the development stages of each component of the system to 
check if the system's performance is in accordance with the requirements that were established before starting 
development. Our approach in this work also aims to provide the opportunity to perform an evaluation of the 
performance of the models in a real simulation, where raw data is received, and the generated prediction is sent back 
to a cloud platform. 

The first objective of this paper is to describe the process by which an artificial intelligence model previously 
developed and evaluated for sleep apnea detection has been deployed and integrated for use by the end user. This 
process has been designed to demonstrate the model's potential for use in a real clinical setting in the future. The 
second aim of this scientific work is not only to show the integration of a deep learning model in a system whose 
purpose is to be used in a real clinical environment, but also to provide support during the software development 
stages. In addition, this paper emphasizes the functionality of the model within the system, since it is useless for the 
artificial intelligence model to be very precise if it cannot be correctly integrated into the system. In addition to the 
deployment of the deep learning model, the operation of the rest of the system components should be in accordance 
with the machine learning server. 
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2. Materials and Methods 

The following section outlines the details pertaining to the data set utilized, the data preprocessing 
techniques employed, the software tools used in the process, and the deployment of the deep learning models 

 

2.1 Dataset 
 

The main objective of this project is to deploy the deep learning models for use with data collected by a 
handheld device. However, due to the concurrent development of the models and the portable monitor, it was 
not feasible to make the data available. Consequently, data from existing repositories was utilised. Two data 
sets were employed to identify the optimal model for sleep/wake state calculation. The data from patients in the 
Sleep Heart Health Study (SHHS) repository were used for the training and validation of the model [24,25]. 
The Sleep Heart Health Study (SHHS) is a multicentre cohort study conducted by the National Heart, Lung, and 
Blood Institute (NHLBI) with the objective of determining the cardiovascular and other consequences of sleep-
disordered breathing. Two datasets were generated from the SHHS: a first polysomnogram (SHHS Visit 1) was 
obtained in 3,295 participants, and a second polysomnogram (SHHS Visit 2) was obtained in 3,295 of the same 
participants. The server's performance with the deep learning models was evaluated using eight hours of patient 
data. 

2.2 Infrastructure 
 

Although this work is focused on the details regarding the deployment of deep learning models for apnoea 
detection, it is also important to know the complete system where these deep learning models will be deployed. 
Three main parts of the system can be distinguished: 

 

• Hardware: this part of the system concerns the device that collects the physiological signals. 
 

• Cloud Platform: this part of the system is in charge of all the logic of the medical system as a whole with 
the transmission of data between the medical device and the machine learning server. 
 

• Machine learning server: it is the component of the system that includes the deep learning models that 
have been deployed and that receive the signals from the portable monitor and generate the prediction. 

 
2.3 Software tools 

 

In this section we do not cover the hardware and cloud platform. However, we analyse the machine 
learning server in detail. For this stage, several Python libraries were used. This was done for two reasons: first, 
all the development of the models was carried out in Jupyter Notebook and Keras was the library used for the 
development of the models. This library also facilitates the subsequent saving and reuse of the models. In 
addition, Jupyter Notebook allows us to easily test the communication between the cloud platform and the 
machine learning server without spending large amounts of development time and avoiding possible problems 
by setting up a conventional server. Therefore, the already trained model was loaded into a Jupyter Notebook 
and the following libraries were used for the development of the machine learning server through an Message 
Queuing Telemetry Transport (MQTT) client such as Paho (2.1.0), a library for handling JSON files such as 
jsonlib (1.6.1), a library for manipulating data structures such as NumPy (1.26.4) and libraries for file 
compression and decompression such as gzip , zipfile and zlib for Python (3.10) 
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2.4 Preprocessing of the signals 
 

In order to reduce the amount of memory occupied by the signals sent from the cloud platform to the 
machine learning server, the data was compressed before being sent by using one of the libraries for 
compression stated in Section 2.3. Therefore, the first task that is done in the machine learning system is the 
decompression of the data. The data collected by the patient is not standardized and large artifacts were not 
removed. This stage occurs on the machine learning server. The signals were standardized by applying 
statistical procedure z-score. Large artefacts were removed by interpolation when SpO2 values were below 80% 
and HR values were not between 150 or 40 bpm. After preprocessing the signals, the model then is fed with 
them and generates predictions. In this case, it determines whether the data points of the signals belong to an 
apnea event or not. The distinction is made by sending 0s in cases of no apnea and 1s in cases of apnea. 

 
    3. Results 

 

In order to have an overview of the system and to be able to analyze the organization of the system 
components and their mutual relationships and dependencies, the system is shown in Figure 1. There are three 
completely differentiated components. A component called hardware that represents the medical device that is 
responsible for collecting physiological signals, applying signal preprocessing to improve quality and 
subsequently storing the signals in an internal storage system in the device itself. This internal storage can be a 
removable SD card.          
 On the other hand, we have the component called Cloud Platform. From the Hardware component, the 
signals are sent to the Cloud Platform for the processing and management of the data in various ways. Firstly, in 
the Cloud Platform the data will be sent to the Machine Learning Server. The original data coming from the 
Hardware component is stored in the Cloud Platform.      
 Once the response is received with the predictions made in the Machine Learning Server, these 
predictions are stored along with the original signals previously stored. A data visualization tool is provided so 
that doctors can analyse the data. The most important part and the one that this manuscript focuses on is the 
Machine Learning Sever in which the task of predicting apnea events takes place. Data transmission is carried 
out through the MQTT protocol. The data is compressed in the Cloud Platform and sent to an MQTT broker 
under a certain topic. The Machine Learning Server that acts as an MQTT client is subscribed to that topic and 
when there is data to make predictions, it receives such data.      
    In the Machine Learning Server, the data is decompressed, large artifacts are 
eliminated, down sampling or up sampling the signals to 1Hz and finally the standardization of the signal. The 
data then feeds the deep learning algorithms and generates predictions of 0s (no apnea) and 1s (apnea) that are 
sent back to the Cloud Platform. Both the arrays containing the signals and the predictions have the same 
dimensions. Since the model predictions are at a resolution of 1s and all signals have a frequency of 1HZ. Once 
the prediction is complete, it is sent back through the MQTT protocol to the MQTT broker. The Cloud Platform 
is also subscribed to a certain topic to name the predictions, so it receives the predictions to be able to be 
displayed alongside the original signals.         
    Although it is not visible as a component in Figure 1, one of the most 
important parts of the system is the MQTT communication between the Cloud Platform and the Machine 
Learning Server. For this communication, an MQTT broker is required, which can either be integrated into the 
cloud platform or be an external broker to which the Cloud Platform and the Machine Learning Server publish 
and subscribe to the signals and predictions, respectively. 
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displayed alongside the original signals.         
    Although it is not visible as a component in Figure 1, one of the most 
important parts of the system is the MQTT communication between the Cloud Platform and the Machine 
Learning Server. For this communication, an MQTT broker is required, which can either be integrated into the 
cloud platform or be an external broker to which the Cloud Platform and the Machine Learning Server publish 
and subscribe to the signals and predictions, respectively. 
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4. Discussion 
 
 The majority of artificial intelligence algorithms developed for use in a real clinical environment lack the 
necessary information to be effectively implemented. Primarily, the majority of scientific work that develops 
artificial intelligence algorithms are focused on obtaining results with high accuracy. While this is essential, 
there are still numerous aspects to consider. Even if the level of accuracy is high, without these additional 
factors, the use of the model would not be possible. One of these factors is the explainability of the model and 
also its deployment.          
  In this study, our primary focus was on the deployment stage of the deep learning model within 
an integrated system. Concurrently, this permits the assessment of the functionality of the model in its 
integration with a comprehensive apnea detection system. Concurrently, the limited number of deployment 
stages for the Machine Learning Server renders it suitable for accurate and expeditious testing of its operational 
functionality. The data transmission protocol selected, namely MQTT, is optimal for the transfer and receipt of 
data, as it enables the server to remain in a state of "listening" at all times, functioning as an MQTT client and 
thus capable of transmitting predictions to the Cloud Platform as soon as they are ready.  
   It is important to consider the workload that the Machine Learning Server can support, 
as well as the exceptions that can be thrown due to receiving signals with errors or data formats that do not 
align with the models' input specifications. One of the advantages of utilising this technology for data 
transmission is that the system can expand by incorporating additional machine learning servers without 
compromising the efficacy of the solution, as other types of pathologies can be identified using the same signals 
published from the cloud platform via the MQTT client.       
    Furthermore, the replacement of the Machine Learning Server with another 
server in the event of unavailability of the initial server represents another advantage. Consequently, the overall 
functionality of the system would remain unimpaired. However, this methodology for deploying deep learning 
models is not without its disadvantages. In our case, we have employed the use of a Jupyter Notebook to 
facilitate the testing of the system. However, it is recommended that this methodology be redefined in the 
future, with the utilisation of a server that exhibits greater functionality and reliability. The Jupyter Notebook is 
an effective tool for data analysis, but it is prone to kernel crashes when run for extended periods. 
    A further study is necessary to ascertain whether the Machine Learning Server 
is capable of processing a large volume of data. In addition, it will be necessary to investigate whether it is 
more profitable to increase the number of models that can be used to predict different outputs within the same 
Machine Learning Server, or whether it would be more feasible to make the system scalable by adding a greater 
number of Machine Learning Servers containing different deep learning models.  Although this appears to be 
the optimal solution, it is also necessary to consider the resources consumed in terms of computation and 
energy, given the high consumption of graphics processing units (GPUs) that perform the inference task. 

5. Conclusion 
 
 The development of artificial intelligence (AI) models for use in any area of industry is a widespread 
phenomenon. One of the areas where advances in AI have the greatest appeal is in medicine. Although the focus is 
often on the results in terms of accuracy obtained by the models, one of the keys for the models to be widely used in 
a real clinical environment is their deployment. This work presents a software solution where a machine learning 
server is configured for the detection of sleep apnoea by creating an MQTT client. This enables artificial intelligence 
models to receive signals from medical devices to be evaluated and generate a prediction, in this case whether the 
patient has apnoea or not. Future work should focus on developing the number of models for the detection of other 
pathologies. 
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